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Executive Summary

This thesis summarizes results in the larger arealmse station with a revolving directional antenna, a non
mobile computing and includes work on positioningmechanical implementation would yield comparable
of mobile devices, optimization of communicatioperformance, even with quantized angles. Performance of
procedures, and optimization of antenna configuratiopgsitioning with VOR base stations is evaluated though
Since the inception of the first IEEE 802.11 standaekperimentation, simulation, and theoretical analysis.
in 1997, networks using unlicensed bands have been

growing in popularity and surpassed all initial estimates Performance in multihop wireless networks is known

of adoption. Their success enabled some new MOQle oy rade with the number of hops for both TCP and

computing applications, but also spawned a host of "®OBP traffic. For VoIP, the wireless network presents
problems for the research community. While expectingjitional challenges as the perceived quality is de-
new applications and functionality from the neWWireIeﬁ?’endent on both loss and delay. In chagier 2, we
LAN (WLAN), users also expected the network to behayg e stigate several methods to improve voice quality
as the conventional LAN, but this was not the case. Tgﬁd present experimental results from an 802.11b
thesis reproduces results previously published in OurWQQ&tbed optimized for voice delivery Use of multiple

[_1’ 2,[3,[4,[3], and s_hc_)ws tha_t _802'11 based nawori'ﬁ?erfaces, path diversity and aggregation are shown to
(informally named WiFi) are difficult to operate undebrovide a combined improvement of 13 times in num-

high density conditions (because of complex patternsts)ér of calls supported in our 15 node 802.11 mesh system.
interference), multiple hop conditions (because of self

interference of flows), and under some conditions of ) ) . )

mixed traffic (TCP and \VoIP). The results summarized Vl\l-r;]en supportil(nghboth voice and TﬂCP n a W:reless
here are applicable to 802.11 based networks with singfé" tihop network, t_ere are two con |ctlng _goa s: 10
. . rﬁrotect the VoIP traffic, and to completely utilize the re-
and multiple hops. For the single hop case, we presenta ) ) i
method of using the network not only for communicatiorTalnlng capacity for TCP. In chapfer 3, we investigate the

- . N ._interaction between these two popular categories of traffic
but also for providing an indoor positioning service.

Another research theme is that of enhancing WLAN Iinlé”}snd find that conventional solution approaches, such as

using mobile antenna technologies. For the multiple hSBhanced TCP variants, priority. queues, bandwidth

case, we focused on problems related to operation“(r)qltatlon’ and traffic shaping do not always achieve the

, - L ﬂoals. TCP and VolIP traffic do not easily coexist because
fixed WiFi meshes that are used for popular applicatioRs ] )
based on TCP, or VoIP. of TCP aggressiveness and data burstiness, and the (self-)

interference nature of multihop traffic. We found that
enhanced TCP variants (Reno, Vegas, C-TCP, CUBIC,
Angle of arrival (AOA) has previously been useVestwood) fail to coexist with VoIP in the wireless
for outdoor positioning in aircraft navigation and fomultihop scenarios. Surprisingly, even priority schemes,
services like E911. For indoor positioning, the besicluding those built into the MAC such as RTS/CTS
schemes to date rely either on extensive infrastructuoe,802.11e, generally can not protect voice, as they do
or on sampling of the signal strength on a dense gritht account for the interference outside communication
which is subject to changes in the environment, likange. We presenVAGP (Voice Adaptive Gateway
furniture, elevators, or people. In chapiér 1, we presdracer)- an adaptive bandwidth control algorithm at the
an indoor positioning architecture that does not requiaecess gateway that dynamically paces wired-to-wireless
a signal strength map, simply requiring the placemenCP data flows based on VoIP traffic status/AGP
of special VOR base stations (VORBA). While our continuously monitors the quality of VoIP flows at the
incipient realization of the AOA using 802.11 uses gateway and controls the bandwidth used by TCP flows

15
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before entering the wireless multihop. To also maintain When multiple cards are available, they behave differ-
utilization and TCP performanc&AGP employs TCP ently, and even different channels of the same card have
specific mechanisms that suppress certain retransndifferent performance. We find that while current meth-
sions across the wireless multihop. Compared to previmds of gathering the interference map may be appropriate
proposals for improving TCP over wireless multihop, wir characterizing interference in one card networks, they
show thatVAGPretains the end-to-end semantics of TCBre unscalable for multiple card networks when consid-
does not require modifications of endpoints, and worksémning: 802.11 characteristics (card and channel asymme-
a variety of conditions: different TCP variants, multipléries, time variation), required downtime, and complexity
flows, internet delays, different patterns of interferencaf the measurement procedure.
different multihop topologies, different traffic patterns  Availability of multiple antennas enables increased ca-
pacity or increased resilience for modern radios. This ad-
The interference map of an 802.11 network is a col-vantage depends on the deployment of the antennas at the
lection of data structures that can help heuristics for-rosender and receiver. But there is a performance gap be-
ing, channel assignment and call admission in dense witween most simulated results and the actual performance
less networks. The map can be obtained from detailebtained in practice. This is due to the rank of the channel
measurements, which are time consuming and requitgained in deployments, which depends on local propa-
network down time. In chaptél 4, we explore methodmtion conditions, and on the placement of the senders and
and models to produce the interference map with a receivers. Using implementation on top of USRP plat-
duced number of measurements, by identifying interfdorm andmobile antennas we show in chaptdr]5 that it
ence properties that help to extrapolate complex meastisgeossible to find 'good’ antenna positions within a search
ments from simple measurements. Actual interferensgace of a few carrier wavelengths. This opens the pos-
in an 802.11a testbed is shown to follow certain regsibility for adaptive methods in antenna position and cod-
larities — it is linear with respect to packet rate of themg/modulation techniques to feed back to each other to
source, packet rate of the interferer, and shows indepegduce the gap between theoretical and practical MIMO
dence among interferers. performance.
Finally, in chaptef6, we present a few possible research
directions, some continuing research described below, and
some branching out into other areas of mobile computing.



Rezumatul tezel

Aceaséa tea cumuleaa diverse rezultate din domeniubens, care este supasunor modifiari de mediu, din
mai larg denumimobile computing, s include tematici cauza misarii mobilierului, a lifturilor, sau chiar a
din: poziionarea dispozitivelor, optimizarea procedurilantilizatorilor. 1n capitolull, preze@dim o arhitectui
de comunicag, rutare, optimizarea configuratiilor de ande pozitionare pentru interior, care nu are nevoie de o
tene MIMO. hara detaliah cu puterea semnalului, ci necasidoar
ne%lgsarea de stiaspeciale de baz VOR (VORBA). Des

Inca de la adoptarea standardului IEEE 802.11 ( iotioul de obin hiului AGA U 802,11
ficial numit WiFi) in 1997, retelele care utilizeabenzi pr_o_ ° |p51 © O_‘ ere av Hnghiit s pe_n " '
utilizeaz o statie de bazcu o antea directionah rota-

fara liceng au fost in crestere Tn popularitate si a@gp = _ . . .
tllva, solute fara mobilitate fizi@ ar genera performante

toate estirarile initiale. Succesul lor a permis unor no i o ) L ,
— . . comparabile, chiar si folosind unghiuri discretizater-Pe
aplicatii mobile, dar de asemenea a datteies unei

. . . . formanta de pozitionare, cu statille de BaZORBA este
serii de noi probleme pentru comunitatea de cétoet. i o . i )
- " ... evaluaéprin analia teoreti@, simulare,iexperimentare.
Pe de o parte utilizatorii se &sph la noi aplicatii si

functionali@i de la noul LAN fara fir (WLAN), si pe de

alta se asteaptca reteauaasse comporte ca LAN-urile Se gie ca performarg in retelele dra fir multihop
conventionale. Rezultatele prezentate in aded#s se degradea@zcu nunarul de hopuri atat pentru TCP,
sunt reproduse din luéri ale noastre deja publicatecat 8 pentru UDP. Pentru VoIP, reteauard fir aduce
[1}[2,[3,/4]5], sarat G retelele bazate JEEE 802.11 probleme suplimentare deoarece calitatea peréeput
sunt dificil de operatin conditii de densitate mare de diseste dependeats de rata de pierderi, si intarzierile din
pozitive (datori& fenomenelor complexe de interfef@nt refea. In capitolu[®, investi@m mai multe metode de
Tn conditii de hopuri multiple (din cauza fenomenului demburatdtire a caligfii traficului de voce si prezeain
auto interfererd a fluxurilor), dar spentru unele conditii rezultatele experimentale dintr-uiestbed 802.11b
de trafic mixt (TCP si VoIP). Teza dezbate problematioptimizat pentru livrarea de voce. Utilizarea mai multor
ale retlelelor 802.11 cu hopuri unice(WLAN), dai sinterfete, diversitateaaslor, si agregarea traficului VolP
cu hopuri multiple (mesh). Pentru cazul WLAN, ssunt combinate pentru a oferi o imtaitire de 13 ori a
prezinh o metod alternatia de utilizare a retelei: Tn numarului de apeluri acceptate in testbedul de 15 noduri
afara de comunicare, redua este de asemenea folsite tip 802.11.

pentru furnizarea unui serviciu de localizare n interior.

O alia directie de cercetare abordatentru cazul WLAN - e a A X
! e Atunci cand se transpartatat voce, catiSCP intr-o

este optimizarea l&gurii radio folosind tehnologii cu - . . o L
. P . d ] ) g retea &ra fir multihop, exish de fapt doa obiective
antera mobik. Pentru cazul cu hopuri multiple, ne-am

_ contradictorii: protejarea traficul VoIP, si utilizaren 1
concentrat pe probleme legate de functionarealetetr _ . NV N .
’ intregime a capacitafi ramase pentru TCP. In capitolul

mesh WiFi, care sunt utilizate pentru aplicatii popular@, investigim interactiunea dintre aceste docategorii

de multe ori bazate pe TCP sau VoIP. e . .
populare de trafic si athm @& abordrile conventionale,

cum ar fi variantele Tmbutatite de TCP, cozile de
Angle of arrival (AOA) este 0 metddutilizat pentru prioritate, limitarea afimii de band, sau modelarea
pozitionarea in exterior, de exemplu pentru pioniarea traficului (traffic shaping) nu atinge intotdeauna scopul.
aeronavelor, dar si pentru servicii de urgerum ar Traficul TCP si traficul VoIP nu coexigtcu usuring in
fi E911. Pentru localizare in interior, cele mai bungrincipal din cauza agresidti TCP burstiness, dar si
soluii se bazeaa fie pe o infrastructdr de mare an- din cauza fenomenului de (auto-) interfei@din reelele
vergud (muli senzori bine pozibnai si calibrai), fie multihop. Am constatat& variantele noi de TCP (Reno,
pe prelevarea de probe ale semnalului radio pe @ghNegas, C-TCP, CUBIC, Westwood) nu coegistorect

17
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cu VoIP Tn scenariile multihop. Surpriator, chiar si  Atunci cand mai multe carduri sunt disponibile, se con-
schemele cu prioti, inclusiv cele implementate Tnstaf ca acestea se comporta diferit, si chiar canale diferite
MAC, cum ar fi RTS/CTS sau 802.11e, nu pot in generale aceleasi interfetpot avea performamtdiferite. Se
proteja traficul de voce, deoarece acestea nu iauamaB ca metodele actuale de colectare ath de inter-
considerare interferemfin afara razei de comunicare. Tfierenf pot fi adecvate pentru caracterizarea interferentei
acest capitol se prezaaWVAGP (Voice Adaptive Gateway in retelele cu card unic, dar ele sunt nescalabile pentru
Pacer) - un algoritm adaptiv de control al debitului leefelele cu mai multe carduri. Aceastescalabilitate se
AP, care regleazin mod dinamic fluxurile TCP pe bazalatoreaa: caracteristicilor 802.11 (asimetrii de card si de
starii fluxurilor VolP. VAGP monitorizeaz continuu canal, variatii in timp), si complexitati procedurilor de
calitatea fluxurilor de voce la AP si control@alatimea masurare.
de banda folosita de TCP inainte de a intra in domeniulDisponibilitatea de antene multiple permite cresterea
multihop, sensibil la auto interfergnt Pentru a oferi o capaciétii sau a rezilienfei pentru sistemele radio mod-
utilizare ridicak si performarg rezonaba § pentru TCP, erne. Acest avantaj depinde &nde configura antenelor
VAGP are mecanisme specifice care sugrienumite atatla emjator, cat sla si receptor. Dar in praciicse ob-
retransmisii Tn domeniul multihop. Comparativ csena o difereng marcah de performardintre rezultatele
propunerile anterioare de Tmbaihafire TCP in multihop, simulate si performaniele reale obtinute. Acest lu@u s
VAGP pastreaa semantica end-to-end a TCP-ului, ndatoreaa cali@afii canalului obtinut in plasamentele reale,
are nevoie de modifari ale clienior sau serverelor, care depinde de conditile de propagare locale, precum
si tolereaa condili diverse: coexistept cu variante si poziia efectid a anteleor la endtori si receptori.
diferite de TCP, prezeatfluxurilor multiple, intarzieri Folosind o implementare bazape platforma USRP si
din internet, diferite situgitde interfereng, multihop cu antene mobile in capitolul se aratca este posibi
topologii diverse, diferite modele de trafic. detectarea unei configuiiat'’bune” a antenei intr-un
spatiu de éutare redus. Acest spaste de ordinul a
Harta interferent ei pentru o retea deas802.11 este o cateva lungimi de urilale puratoarei folosite. Aceaat
colectie de structuri de date care pot ajuta euristicile- pémplementare deschide posibilitatea agfic recursive
tru rutare, alocarea de canale si politicile de admitereaainor metode de cu feedback circular intre optimizarea
apelurilor in retea. Harta poate fi obtiaudin masuatori configuraiei antenei si optimizarea cadi/moduérii
detaliate, care Trgssunt consumatoare de timp si oprirgaentru un canal obtinut.
retelei pe durata &suétorilor. n capitolul %, vom ex-
plora metode si modele pentru a produce harta de interferkn final, in capitolu[®, se preziatcateva diredtposi-
enfa folosind un nurar redus de r@sugtori, prin identifi- bile de dezvoltare in continuare a carierei academice, pla-
carea unor propriéti ale interferentei caréasajute la ex- nuri de cercetare pentru viitorul apropidtpsodul in care
trapolarea unor masuratori complexe diasuatori sim- acestea se impletesc cu activitatea didactic
ple. Se ardt c interferenta realintr-un testbed 802.11a
a urmeze anumite regulaait - este liniad cu rata de
emisie a sursei, lini@cu a ratei de emisie a agentului de
interferend, si independeatintre ageritde interferena.
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Chapter 1

Positioning using directional antennas

1.1 Introduction base station with a revolving directional antenna that can

provide angle of arrival (AOA) and range measurements,
Indoor positioning is a complex engineering problem th@fe can obtain a more robust estimation than that based on
has been approached by many computing communitigginal strength from a standard 802.11 access point. By
networking, robotics, vision, and signal processing. Woving some of the complexity of the positioning support
most of the proposed solutions, certain aspects of fethe base station, we can significantly reduce the work
problem domain are so specialized that a solution applind cost of deploying a range map in order to estimate
cable in one domain does not easily translate into a $qoor positions.

lution in other domains. For example, many computer .
P y P In this paper, we show that there are a number of ways

vision based techniques require line of sight cond|t|onosf determining AOA from a 802.11 base station, one of

and achieve high accuracy. In the context of 802.11 ba%/ver%ch we have actually built, tested and obtained results

ition awar lications, line of sight i lly not. .
position aware applications, fine of sight Is usually c\)/\tnth. Some of the newer schemes that improved on the

o RADAR idea showed better performance, but still re-
There has been a surge of research activity in the PHined the requirement of building a dense signal strength

suit of finding methods for accurate and robust indoor p%—ap of the building. Accuracy of positions obtained by
sitioning techniques. Currently, the most convenient Sar system, of 2.1m median error, is comparable to the

lutions for indoor positioning using 802.11 are RADA%riginaI RADAR, but works without requiring a map of
[6], and its derivatived[7,18,/9]. The problem with theSﬁﬁe signal strength of the area

approaches is that they require signal strength mapping of

. L . We show how to use the idea of VOR (VHF Omnidirec-
the entire area that has to support positioning, mapping

which has to be reworked when propagation conditingnal Ranging) for indoor positioning using 802.11 hard-

change. As the human body roughly halves the strenV\fﬁre’ with acustomized base station that can measure
%oth angles and rangesIn our incipient realization, the

of 2.4GHz signals, a crowded building might render the

ion i I [ with irectional an-
measurement map unusable. The advantage of these ts)ia}g-e station is a laptop equipped with a directional a

tems however lies in the fact they use off the shelf hart(?-nna thatis continually rotating. We are able to derive

ware which is widely available due to the popularity Oz%ngles towards mobiles with a median error of 22d

wireless LANs and 802.11 hotspots. One application iAnges to mobiles with a median error aB@. These

which it is not feasible to build a signal strength map Iesnable the use of trilateration procedures (for ranges), tr

that of an ad hoc disaster network. In such a setup thgpé;ulatlon (forangles), and a combination of them.
is no time to do signal strength mapping, and it may peln summary, here are the main contributions of the pa-

impossible to deploy such a positioning infrastructure. Per: first, an indoor positioning architecture that does not
Methods that rely on range measurements as a fufRQuire a signal strength map. Second, a more robust po-
tion of signal strength are subjected to variance causedifjPning system that uses AOA and ranges obtained from
the environmental surroundings which in previous studi@gotating directional antenna. Third, an actual implemen-
have been shown to be a significant factor [10]. We pr]@_tion of the base station using off the shelf (garage sale)
pose to mitigate the effects of the environment on ranfj@rdware. Fourth, analysis of position accuracy and ro-
measurements by use of a base station (or an access pBHRjness based on experiments, simulation and theory.

that has a rotating directional antenna. Using a 802.11The rest of the article is structured as follows: the re-

available, but a lower accuracy may be tolerable.
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22 CHAPTER 1. POSITIONING USING DIRECTIONAL ANTENNAS

(N = North, M = mobile)

Figure 1.1: Basic triangulation and trilateration

Figure 1.2: Experimental base station with revolving an-

maining of the section reviews the basics of trlangulatl(g hna

and trilateration; sectidn 1.2 describes our implemeumiati

of the VORBA, how it infers angles, and a description

of the measurement methodology. Secfionl 1.3 presefiéNd about the landmark. The airborne equipment re-
several methods of positioning using VORBAs: based GRVES both signals, and interprets the difference between

discrete angles, angle distributions, quantized angtes, the times of the signals as an angle under which the land-

ranges. A theoretical analysis of the AOA based poéﬂark sees the aircraft. The coordinates of the landmark

tioning is also included in this section. We review relatedf® known, therefore placing the aircraft anywhere on a

articles in sectioi 114, and conclude with some discussi@ien line. A second VOR reading provides a second line
and summary in sectidn1.5. to be intersected with the first to yield a position.

In the next section, we describe VORBA, a prototype
base station that measures ranges and angles, enabling
mobiles to use triangulation, trilateration, and other po-
Trilateration is a positioning procedure in which mo-sitioning procedures.
bile M knows distance$MA, MB, andMC, also known

as ranges, in addition to the coordinates of landmatks _ ) )
B, C (Figure[L1). By solving the nonlinearsystem: 1.2 VOR base station realization

1.1.1 Triangulation and trilateration

\/(XM —x)2+(ym—¥)2 = MI,I=AB,C A way to have AOA functionality on a 802.11 base station
is to attach a directional antenna to a wireless access.point

the mobile is able to find an estimate for its own positidhen this antenna is rotated, the SS (signal strength) re-
(xm,Ym)- This procedure is used by GPS with ranges operted by the card is higher in the direction of the mobile,
tained measuring time of flight to precisely synchronizeuhd possibly in other directions as well, due to reflections.
and positioned satellites. To automatize this measurement of the angle, we mounted

If no distances are known, but the mobile can find ttfesmall Toshiba Libretto 70ct laptop on a record player
angles under which it is seen by the landmarks,tthe (turntable) as shown from a top view in Figurel1.2. In
angulation procedure can be applied. Here the mobifder to obtain higher difference in the maximums, we
knows the angleN/A\M, NBM, andNCM. These angles, chose an antennathat is highly directional. We linked the
together with the known positions of the respective lantucent 2Mbps 802.11 card to a Hyperlink 14dB gain di-
marks determine half lines whose intersection is at thectional antenna that has the horizontal radiation patter
mobile M. Triangulation has actually been used prior hown in Figur€ 113. The vertical pattern is almost iden-
trilateration, because angles are easier to measure thigal, the main feature being that the strongest signal is
ranges using simple mechanical / optical methods - fepread only 30from the center. The antenna is attached
example in topometry, topography, air and sea navigatidéd the bottom of the laptop, so that it rotates in the hori-
One such example is VOR - a ground based navigatizental plane.
aid that still is the primary navigation system for the ma- One revolution of the turntable corresponds to a com-
jority of aircrafts, even after the introduction of GPS. Itplete sweep of all angles in..@rm. About 500 samples
principle was the main inspiration for this paper: a lan@f the SS can be associated with each angle at a 33RPM
mark sends two signals, one that is periodic and omspeed of the turntable (a period of 1.8 second3Xa)
directional, while the another one is directional and ris a function describing the strength of the signal of the
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Figure 1.3: Hyperlink HG2414 directional antenna gain
pattern

mobile as seen from the base statidhis function pro-
vides all the information needed to derive angles and
ranges for triangulation and trilateration. Most of sec-
tion[1.3 shows how a mobile can derive angle information

by usingSSa) from several base stations, while subsegigure 1.4: A peak in signal strength indicates a possible

tion[1.3.2 explains how ranges are derived from the sagheection of the mobile. Cartesian (top) and polar (bot-
tom) representation 83 a).

information.

If the revolution speed would be consta8t3t) mea-
surements in time could be directly translated into anglese VOR base station and took several sets of measure-
with respect to North to obtaiSSa). But a problem we ments for different positions of the base station. Figure
encountered early on during experimentation phase \fla§ shows the 56 x 25m building in which 32 measure-
the instability of the turntable period, that varied albeitients points were taken (possible positions of the mo-
slowly between 1.7 and 2.3 seconds. This would prbile), indicated with black dots. VOR base stations were
duce SS samples at variable rates, which wouldn’t thelaced at locations indicated by stars. Five base stations
oretically be a problem if we could accurately associaéee sufficient to cover most of the building except the right
each SS reading with an angle. Ideally, it would be coside, where most points are separated from the base sta-
venient to use a digital compass attached to the lapttipns by three large elevators. In some experiments, we
but this option was not available due to lack of interfacesed two extra base stations indicated with hollow stars
on the laptop. Also, compasses might be disturbed nealy for this side of the building.
power cables, or large metal objects. We opted instead fofn each measurement point, a regular 802.11 equipped
synchronization using infrared once every revolution. Bptop took four sets of measurements, one for each pose
continuous IR signal is sent from the device on the left the mobile (facing North, East, South, and West). No
in Figure[1.2, in this case another laptop. When the rgompass was used for orientation, the user just aiming to
volving antenna on the laptop perfectly aligns its receivRave the measurement laptop parallel to the walls. The po-
with the fixed IR beam, the base station knows it has Rition of the user was randomized in order to include in the
the horizontal axis of the system, which provides for @easurements the situations in which both a human body
good continuous calibration of the system. The fixed Ifhd a laptop screen block the shortest path towards the
beam indicates the horizontal axis of our coordinate sysgse station. Polarization doesn’t seem to matter, but we
tem (opposite direction), so that all base stations reppgrformed all the measurements keeping the 802.11 card
angles with respect to the same reference. in an horizontal plane, as is standard in most laptops. A
measurement for a pose is in fact an average over three or
four revolutions of the base station, in order to reduce the
effect of temporary factors, such as open doors, or people
The mobile requires a®Sa) from each base station,moving by. Measurements were taken at various times of

1.2.1 Measurements

but for the purpose of experimentation, we only realizeéde day and night, including the busy morning and after-
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[ HEE

e = sample point * ﬁ = VOR base stations

Figure 1.5: Map of VOR base stations and sample points

noon hours. 0.6

o . . . histogram of number of peaks
In the initial phases of experimentation, we decided to

) ) ) mean = 4.5 peaks
take as many SS samples per revolution as possible in or-

der to maximize the information iBSa). The current
setup supports 250 pings per second, yielding almost 500
samples per revolution, and any additional traffic would
probably introduce jitter in the angle measurements un-
less some prioritizing for the probe traffic is used. On the
other hand, since VORBA is an extension for data access

0 1 2 3 4 5 6 7 8
) } number of peaks

points, user data can be used to sample SS without the _
need for evenly spaced probes, when a synchronization 0.6- "] Histogram of SS rank
mechanism such as NTP is available. The necessary accu- of best peak

racy for such a mechanism is on the order of milliseconds

(1° ~5mg. Therefore, even if in the current experimental
setup the positioning support is using all the bandwidth
available for evenly spaced SS sampling, it is possible to 60%| 30%
ameliorate this by a number of methods: 1. employ user
traffic for sampling; 2. broadcast the angle periodically S0 T 2 3 4 5 5 7w
from the base station (no RTS, CTS, or ACK overhead); peak rank
3. reduce the sampling rate. This last method is probably (&) the optimal peak is one of the strongest two

] ] ) peaks in 90% of the cases.
the most effective, because the high frequencies3d)
are not usable anyway. To obtain the signal in Figure 1f4gure 1.6: Signal peaks are ranked based on the signal
we employed a filter of 0.2 seconds to smooth the 2 Séc,ér_ength of the peak.
ond periodic signal.

probability

system and still a subject of experimentation, but for the
1.2.2 AOA inference results presented in this paper we use the signal pattern

As will be shown in this section, in most cases the pedptained through the following procedure: samples from
direction towards the mobile is indicated by one of ¢yl periods for all poses are each shifted in the interval
strongest peaks i89a). To extract the two most pOW_[O,Zn); samples are then sorted based on their corre-
erful peaks of the signals we experimented with sever®©nding angle and a smoothing Gaussian filter with the

heuristics, including voting between peaks produced Bife 10% of the period is applied; the two strongest peaks

all four poses and averaging the functions from the fofife retained.

poses. Choosing the right peak is a critical part of theAn SSa) measurementis shown in Figlirell.4. As we
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true direction SSa), and the last one is based on ranges derived from
true direction o
-7 7 the average signal strengfﬁ J SSa)da.
0
1.3.1 Positioning using discrete angles
- —3 i T3 z The problem of intersecting lines on a plane can be as

simple as solving a linear system with one equation de-
scribing each line, were it not for the errors that can affect

these lines, and for the fact that triangulation actualsus

e*pected,.there are several peaks, or .Iocal MaxIMUMS At lines. Since linear system solving typically optinsze

dicated with arrows from the center in the polar repres. the sum of squares of vertical offsets, it may not be
sentation. The_ _darker arrow |r.1d|cat_es_ the peak towar[ﬂa best method to intersect lines affected by AOA errors.
the actual position of the mobile, within a few degreeg, our case a line is defined by the position of a known
In this case, the best direction is the strongest signal, BléISe station, and an angle affected by error. As will be
that is not always the case. We measusia) in 32 shown later, this error has a normal unbiased distribution

points, each with four orientations, for five base statlonf%,r measurements in a large departmental building.
and ranked the peaks based on tig&#value. As shown

Figure 1.7: Non optimal peak distribution

Positioning using lines from several base stations can

in the right of Figurd 16, we found that in 90% of Ca54Ren be cast as an estimation problem. Bgk) be the

the best direction is either the first, or the second peak,[rIije angles at which the base staticsees the mobiley;

we knew the best of the two, it would have an erroro‘QI‘Z%he measured angles, the variance of the AOA mea
A -

standard deviation from the true direction of the mObilgurements and the position of the mobile. Based on the

Not knowing which of them is best, we have to use boF‘neasurements available (Bgintsx 7basestations the

of them in triangulation. distribution of the angle error looks either Laplacian, or

It 'S_ n(_)W important to see how the non optimal peé'@aussian, and we used the latter for the following analy-
are distributed, because they have to be somehow wgtg—_ For the implementation the Laplacian proved better

grated in the triangulation procedure. Even when Worhir triangulation, because of the module being more ro-
ing with the strongest two angles, it is not known WhiCBUSt to outliers

of them points towards the mobile. In the left Figlrd 1.6, Given that the measurements to different base stations

we see that the total number of maximums obtained is %‘?'e independent, the likelihood function is:

tween 2 and 8, with an average of 4.5 and a seemingly

Poisson distribution. In Figuie 1.7, we eliminate the best

peak and find that the other maximums lie mostly away e 202 Slai—pil®

from the it. Only 15% of the times other maximums are Play, az,...|x} = MP{ai[x} = “ony 2 (1.1)

in a 90 sector towards the mobile, and only 33% of the

times in a 180 sector. The maximum likelihood estimate (MLE) is the solu-
Based on these statistics, it is likely that working onf§jon to the equation:

with the strongest two maximums will cover most situa-

tions, while the other maximums are mostly grouped in a dInP{alx}

direction away from the mobile. The next question is how ox

to use the two angles communicated from each base sta-
which leads to least square estimate that minimizes the

tion to infer a position for the moving mobile. In fact, in
P 9 quare error in the fit to the angle data The function to

one of the methods proposed below, we can use not jus
the two strongest directions, but the entire shap@&dr ).

m|n|m|ze is therefore

S (ai — Bi(x))? =
1.3 Positioning with VORBA = (ai —atar2(y - yi, x—x))? (1.2)
In this section, we detail several methods of determiningwherex;,y; are the coordinates of base statipn=x,y

the position based on the information provided by baiethe candidate solution point, amdan2 is a function
stations. Two of them are based on angles derived fréhat computes the polar angle 6f— x;,y — vi). If large
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outliers are present, then m-estimators [11] can be used

to optimize for a different objective giving less weight to L 0.002 X ;}‘
the outliers. We optimized for the sum of modules, as op- "
posed to the sum of squares also because the distribution % | fw’“ ‘;{"’3 “ ]
of the angle errors may be Laplacian, and not Gaussian. In L 0.001 W b" 4

it

the implementation, to optimize for the objective we used
the Nelder-Meade simplex method that is provided by the simulation  *
commandnmsmax in the free software package octave- L ik o

forge [12]. o %

r0.02

1.3.1.1 Choosing the best angle

Var[x]

Most positioning schemes, including triangulation, as-

sume that an estimate angle towards landmarks is avail- oot W

able with a certain error. In our case however, we have two o P

angles, and the best peak is among them in only 90% of 2 simuaton .
the cases. Even if we work with two angles per base sta- 07005 01 015 02 025 03 035 04 045 0§
tion, the question remains which of the two angles to use. —_— —

In 10% of the cases, both angles will point away from the
mobile, so we need a method to identify “bad” angles. For
n of base stations, using all combinations yields a maxi-
mum of 2' possible intersections to be optimized using
objective function[{112).

Fortunately, many of these intersections happen either
outside the feasible space (outside the building), or do not
corroborate among all base stations. In order to avoid the
exponential number of intersections, we first compute in
O(n?) time a 2 x 2n boolean incidence matrik describ- Figure 1.8: Position error variance depends linearlggn

, . ) o angular error variance), oryA, and on It Rﬁ (A=base

ing whether any two directions intersect inside the fea kation densityR=mobile rangeRm:minimurnﬁ distance

ble space. An additionalr2x n matrix B is obtained by to a base station).

adding columns of the first matrix to describe incidence

between a given dlr_ectlon anq a bas.e station (any dllrectfa.l.2 Analysis of discrete angle positioning

from that base station). B(d, j) = 0 it means that direc-

tion d from base station %] does not intersect any direc-An important question is how accurate a position can be
tion from base statiorj, therefore it can be eliminatedobtained only with angles, and how it depends on the main
completely as a candidate. But most combinations grarameters: density of base statidnsaand quality of the
eliminated during the direction assignment phase, whangles (variance?). The answer helps in provisioning
the matrices indicate that an assignment conflicts withtree deployment of the base stations in order to achieve a
past or future assignment. When running with 5 base stertain error.

tions, the number of candidates obtained with this methodTo simplify the theoretical analysis, we assume the de-
was between 1 and 16, with a median of 5. For 7 bas®yment area to be circular, with radi®s and base sta-
stations, there were a maximum of 24 candidates, withiens spread with a Poisson spatial distribution with rate
median of 6. A. The first assumption is reasonable because the cover-

r 0.02

Var[x]

r 0.01

simulation  x

lower bound s
0 06 12 18 24 3 36 42 48

R -1
(n &)

In order to choose a candidate angle, we compare #ge will on average be circular in a large enough building
ranking of the distances to the base stations with the raf©-100m range for indoors 802.11). The second assump-
ing of the SS to the same base stations. The signal strergth however is more forced in the light of base station
used for ranking is obtained by averaging over all the saplacement that might be preferential for reasons of cover-
ples, by integration of the signal in Figurel.4 (integraticage. It is nevertheless more general than the analysis of a
of SSa)). particular placement such as in the corners of the building.
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Figure 1.10: Cumulative distribution of positioning error

) ) o using discrete angles and angle distribution.
In the appendix of this chapter (sectlonl1.7) it is shown

that the error covariance of the position obtained by trian- o ) o
gulation is bounded by: 1.3.2 Positioning using angle distribution

The pattern in Figurie_1l.4 indicates directions in whg®
02 is maximum, and can be used to approximate a continu-
(1.3) ous density of probability for the direction of the mobile.
By translating th&SSvalues in thd0..1] interval and scal-

whereRy is the minimum distance from the mobile tang so that they sum to 1 for all angles|i.271], we ob-
a base station. WheRy, — 0, the positioning error alsotain a probability for each angle around the base station.
becomes 0. There is a zero probability for the minimum signal, and

In order to verify the linearity of the positioning erroproportional values for the other values of the signal. For
with the angular error and with the inverse of the densiyach base station, the mobile computes the corresponding
we ran a Montecarlo simulation in a circle with= 1. probabilities for each point of a 25cm grid covering the
Varying A so that the expected number of base stationsgistire area of interest. The probability of a given point
between 5 and 25, for = 0.1, Rn = 0.1, produces the depends on the value 8 a) in that direction. For each
points in Figurd 1i8a, showing the standard deviation fyase station we have a probability map for virtually all
the obtained position in a linear relation Wiﬁhtogether the points in the area. Aggregating maps from different
with the line corresponding to equatidn ([1.3). In Figunigase stations produces a map like the one in Figufe 1.9.
[L8b,A = 2 Ry = 0.1 while 0 - the angle measurementn the map, we can distinguish the positions of the base
error, is varied in the intervgD, 0.7] radians, 01{0,45°] stations, the same indicated by stars in Figuré 1.5. The
showing the same linear dependence for the varianceighter areas have higher probability, and the true pasitio
the position. Each point in this experiments is obtaingdlthe upper corridor is indicated by a cross. By selecting
through averaging over 500 different positions of the bage points with the highest probabilities, a maximum like-
stations. The dependence B is also verified in Figure lihood region is generated, shown as a hashed shape near
[L.8c, forn = 45, 0 = 0.4, andRy, € [0,0.8], which places the true position. The centroid of this region provides the
m_lE in [0.1,5]. In all the cases, the simulation verifies thestimated position.

Varlx] >

R
ArrlnR—m

trend and the bound indicated by equation](1.3). The performance of positioning in the 32 points is
The importance of the result implied by equatibn]1.3hown as a cumulative distribution in Figure 1.10. The
is for dimensioning and deploying a positioning infragoints in the main part of the building use the five main
tructure. For example, in order to cut the deviation of tHEse stations, while the points separated by the elevators
position in half, we need to either half the deviation of these three of the main base stations and two extra ones
angle measurement, or quadruple the base station denskigwn with hollow stars in Figude_1.5. The continuous
Increasing the density and reducing the range is in mdme corresponds to an idealized performance that using
cases the only way to scale up the data access for mine best measurement angle, the dashed line to using the
users, cheaper than upgrading all the hardware. The thisd the angles and the heuristic in section 1.3.1.1, and
factor, the minimum distance to a base stafity) is not the dotted line to the angle distribution method. The an-
as useful as a control knob, as the user does not know hglev distribution method provides a slightly lower perfor-
close he is to a base station. mance than the discrete method, but automatically deals
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with outliers. It has a lower complexity with respect tis provided by an oracle, not by the heuristic proposed
the number of base stations, but higher with the area.intsectiof 1.3.T]1. The results are somewhat predictable,
effectively takes into consideration all the possible asgl since the 45 quantization introduces an error that is max-
but it only builds one grid of probabilities for each basienum 225°, similar to the measurement errors currently
station, which are then merged in a final probability maproduced by the VOR base stations. Fot §Qantization
For the discrete method we used five base stations for (Aalirections), two of the points did not get a position, be-
left main part of the building, and three base stations foause of directions quantized to parallel lines, and we used
the left part, separated by elevators, because the heuriste rest of the position errors to get a cumulative distribu-
of choosing between two angles is more sensitive to otitn. In this latter case, most of the points were optimized
liers. Only the five main base stations were used for taevalues drawn from the coordinates of the base station
angle distribution results. themselves, meaning that tkeoordinate is the coordi-

To summarize, the idealized method using the best axate of some base station, and theoordinate is drawn
gle achieves a 2.9m median error, the heuristic using bisstn possibly another one.
two angles 3.5m, and the angle distribution method 4.1mUsing quantized measurements in 16 directions pro-
duces a 3m median error, a small degradation over the
2.9m of the idealized discrete method that uses the best of
the two angles.
It is convenient to achieve the AOA functionality in a sys-
tem without moving parts as the one we used. Stegr3 4 Positioning using ranges
able and switched beam 802.11 antennas are appearing
on the market (www.vivato.net and www.paratek.comlj? indoor situations, due to unpredictable propagation and

a

They electronically steer the beam to provide preferentlafjlng effects, it is difficult to relate signal strength §SS

S S to distance. What motivated us to use SS for ranging is
amplification for certain directions. In many cases when

. . the fact that when using VOR base stations, SS can be
using a phased antenna array, and also in order to achieve

a small form factor, the angle of arrival obtained is quarq]ore reliable being obtained from an integration over all

tized in multiples of 43. Another possible replacemenf’mgles’ as opposed to a single arbitrary direction measure-

for the mechanical part of VORBA is to just use eight dhg_nent. For a random pose of the mobile and for a fixed ori-

ferent directional antennas at the base station. This wog§ao" of a regular ba§e stcanon, asS s.ample would be
provide an angle of arrival quantized to°45ut will also a random value 083a) in Figure[L4. Using VORBA,

increase the total power output of the base station. we can get a high resolution version®§a), and in this

. . . example there is a 15dB difference between the maximum
Without hardware that provides quantized angles, we P

. .and the minimum values that can be obtained. The mean
are using our measurements from the VOR base stations

. . . . | f is a mor r har rization of th
discretized after the peak selection phase. In Figuré 1.1\1%ue ofSSa) is a more accurate characterization of the

. . . . from the mobil VORBA simpl ne f r
there|sanexampleofapomtthatlscomputedusmgreasc§ om the mobile to VO simply because one facto

. . . . . base station orientation) is eliminated.
ings from the five main base stations, using the strongtgs‘ﬂfl )

two peaks. The stars indicate the positions of the five mainWe verified this hypothesis by fitting SS values aver-

VORBAS, as represented in figufelL.5. From each baas%ed over a revolution on a curve describing distgnas

. . - . ., afunction of SS in dB. Starting with the distance attenua-
station, a continuous arrow indicates the first candldgte 9

. tign relation:
angle, and the dashed arrow indicates the second candn

date. The “0” sign indicates the true position of the mo-
bile, while the “+” signs are the candidates considered by
the optimization process. In Figure 1.11b, each angle isW
replaced with the closest multiple of 4&nd the position

is recomputed.

1.3.3 Positioning using quantized angles

PldBn} = Po[dBni—loglo%)“

e used the relation

R—P, (1.4)

The quality of positions does not decrease dramatically p(P) = pi+poexp
n

when using quantization at 2 (16 directions), or at 45

(8 directions) - as shown in Figure I111c. The continuouswhere p; is a shifting factor introduced to allow for
line is the same in Figufe 1.1.0 repeated here for refereniifferences in our hardware, wheregsand pg are not
- it represents the idealized case in which the best angkeded both by the fitting procedure. Paramepergo,
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using ranges from SS fitting ) - ) )
Figure 1.13: Position covariance is represented as an el-
lipse. Its size depends on the rangeand its orientation

. - . . on the anglex.
andn were fairly similar for all base stations mainly be- 9

cause we used modulo residuals in the fitting procedure,

in order to give less weight to large outliers. Especialffations. This issue can be addressed using permanent sta-
the two base stations placed on the corridor had very lafiggary emitters as in [13] 9] which makes the resampling
outliers - a much stronger signal with respect to distanc@utomatic.

The next step was five fold cross-validation: with pa- The positioning errors for the range based methods are
rameterspy, o, andn fitted from one base station Wehigherthan those obtained with the angle based methods,
generate ranges from the SS readings for all the other b\é(gg a median position error of 4m when fitting all the SS
stations, and trilaterate using only these ranges. The Fmia_asurements, and 4.5m with cross validation.

cedure is repeated for the five main base stations (includ-

ing the corner ones, which produce large outliers), and the3.5  Positioning using ranges and discrete
positioning errors are cumulated into one distribution. Er angles

rors similar with those obtained from angles are shown in

Figure[LID. When the mobile knows both the angteunder which it

is seen by a base station , and the distancp to

The advantage of the method is that using some lim- y . (@, Yb) , i P .

. . . . that base station, it can have an estimate of its position as
ited mapping of the signal strength, for example readings

at various known points, a reliable cur{e {1.4) can be ob-

tained that can be used for most other base stations. Dis-

tance measurements from signal strength can also be Uagfht is the accuracy of this estimation? We know that
to enhance angle measurements and assist candidat%g,,ean@e has an error with a standard deviation 6f 22
lection for discrete angle positioning (section 1.3.1.1). with the current performance of VORBA. This means that
The disadvantage is that some sampling of the sige&ken with a perfect range at 50m, the mobile can easily be
map is needed for the fit, whereas the angle based mgtlaced 20m away from its true location. Ranging from in-
ods provide positions just with placement of VOR bagegration ofSSa) however is not perfect, in fact errors in

(% +pcoga),yp+psin(a)) (1.5)
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[y

ranging vary linearly with the actual range, as was found ) .
by other projects. After fitting the SS versus distance mea- § ok

surements as mention in section 1.3.4, we chose one ofthe & j ,

non corridor base stations and used the fitting parameters % 05 1 :/\ -

obtained from it. Looking then at all measurements for 2 e

all base stations, we found that standard deviation is 15- 30.2\

25% of the actual estimated range. We therefore assume
o = 0.2 as a relative deviation, modeling actual error as
linear with the measured rang€range) = g, p. The me-

dian positioning error that we get using relatibn{1.5) fdtigure 1.14: Cumulative distribution of positioning error
a single base station under these conditions is 8.4m. TH#¥nd angles and ranges

is an overall figure, as individual base stations provided

median errors as low as 3.9m, and as high as 11m.  ing error is presented for 1,3,5, and 7 base stations. As
We can use estimations of positions from several bagxpected, the error improves as we add base stations. For
stations, which we can aggregate into a single estimange base station, we used each individual station and cu-
In this case, it is necessary to weigh faraway base statiomglated the results, whereas for 3 and 5 we used con-
less than close ones, because for a fixed error in anfigeirations that favored base stations on the corner of the
measurements, the uncertainty in position increases witkilding. The five base stations in the main part of the
distance. To see why that happens, it is convenient to cHawilding in Figure[ b provided a median error of 3.3m,
acterize the uncertainty in the position estimation usindbatter than the previous schemes using only angles and
covariance matrix. When we consider the polar measuegly ranges. The curve corresponding to 7 used all the
ments(p, a), with standard deviations af, p = 0.2p for measurements taken. The median error achieved in this
the range, andy, for the angle, the covariance matrix ofatter case is of 2.1m, a clear improvement, provided the

6 8 10 12 14 1
error in meters

the estimated position becomes: rather large error in angle and range estimation.
U - [ tar?(02) 0 ] 1.4 Related work
0 o?

Indoor positioning schemes can be classified based on the

This matrix shows the particular case in which the bagtfrastructure they use, and on the type of measurement
station is placed ir{0,0) and the mobile in0, p) so that medium they employ. In terms of infrastructure, some
angular error produces variation only on thexis and systems may require specialized instrumentation of the
range error variation only on theaxis. In reality, the area, and possibly line of sight to the mobiles, whereas
covariance matrix describing the possible positions of theéners rely on the base stations that are already used for
mobile is rotated to reflect the actual measurenmenin  data access. The measurement medium is usually a choice
Figure[1.1B, we see how the covariance matrix is shapsdh combination of RF, infrared, and ultrasound.
and placed depending on actual measurements. The tip fctive Badgel[14] was one of the early indoor systems,
the arrow indicates the position estimate for the respeRat provided each user with an IR badge that can be read
tive base station, and the size of the ellipse the size of thgan IR station that keeps updating user’s position in a
covariance. All the covariances have the same aspectdéntral database. The position granularity is limited by
tio: the width is given by the angle error {&2°) = 0.4, the density of stations, and the reliance on light can be
and the height by the range relative ergpr= 0.2, both detrimental in the presence of spurious infrared emissions
of them scaled with the actual measurementlf each sych as sunlight.
base station estimate js yi] and has covariandéi, we  Active Bat [15] is a more recent project of the same
can combine them in a weighted estimate using a simpjfoup that uses ultrasound instead of IR, and has centime-
fied Kalman filter: [xy] = (3.4 % yi] U7")U, where ter accuracy. The bats are supported by a grid of sensors
U = (31U ")t is the covariance of the estimated pqsjaced on the ceiling which communicate with a central
sition. location that performs sensor fusion tasks to provide po-

In Figure[1.14, the cumulative distribution of positionsition through trilateration and also orientation.
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Cricket [16] is an MIT project that makes use of ultrapling is needed. However, because we use a parametric
sound and per room infrastructure to achieve indoor pmethod (more robust because of rotation), less samples
sitioning. It uses the six order of magnitude difference are needed, as explained in secfion 1.3.4.
the speeds of light and sound to achieve ranging to ceil-The Lighthouse[[18] location system is used for Smart
ing beacons. Mobiles then perform their own triangul®ust positioning, but is mentioned here for the similar-
tion to position. Cricket compass [[17], a followup projedty with our VOR approach in using a base station with
added the measurement of the orientation capability &yrevolving antenna. Smart Dust are small sensors that
using three ultrasound receivers on the mobile. only have optical communication capability, so they re-

When compared to our VORBA system, these methodgisire line of sight to the base station. The lighthouse ro-
have the advantage of a higher accuracy. The disadviates its beam and based on the time a node senses the
tage is that they require extensive support infrastructucentinuous light, it may infer its range to the base station.
which translates in high cost of deployment. VORBA also Positioning in ad hoc and sensor networks [19/20, 21,
requires extra infrastructure, but that is seen as an opl&#h 23/ 24, 28, 26, 27] is the problem of positioning nodes
for the data providing base stations rather than separfadsed on ranges, angles, or simple connectivity. Most of
position providing infrastructure. these approaches face different issues such as the multi-

Another category of schemes relies on measurementp nature of the ah hoc graph, and the requirement of
of signal strength, and therefore can be used with exisaving a distributed algorithm.
ing wireless data infrastructure. RADAR [6] was the first
system to propose the use of a signal map of the arga

_ P 0 1°5 Discussion and future work
Average signal strength for each base station is stored as

a fingerprint for each point in a dense grid covering thes presented in the theoretical analysis (sedfion 1.3.1.2)
floor. When querying, a nearest neighbor match in the fiffre factors that affect accuracy of positioning in an ideal-
gerprint space provides candidates for mobile’s positiqied setup are density of base stations and quality of an-
Ladd et all [7] improve on the the RADAR idea by usingles. Another factor is the actual triangulation procedure
full distributions instead of just estimated expectations that in many cases has to deal with large outliers, there-
each point. Atquery time, Bayesian inferences are useddge a question is how to eliminate an outlier base station
search the grid for the most likely positions that fit the di$eading from the process, without severely degrading the
tributions of the query point. It improves on positioningop [28]. DOP is dilution of precision due to the geome-
performance of RADAR decreasing the median error. try of the base stations relative to the mobile, for example
The advantage of this class of systems is that they do)p is lower when the mobile is outside the convex hull
not require any additional specialized infrastructuree Tlyf the base stations.
deployment cost however is dominated by the necessityan aspect also related to the position resolution is the
of building the signal map of the floor. In addition, thgise of more than two discrete angles, but in current im-
measurements have to be re-taken when the propagainentation we found it to be slower, and with reduced
conditions change (people, furniture, etc). VORBA reqality, because the extra angles introduce more noise
quires the specialized VOR base stations, but saves onf@re candidates).
deployment and maintenance by not requiring major up-aA number of facts that were found during experimen-
dates with changes in the environment. When only angig§ion may help identify more accurate mapping of the
are used, no training is necessary, while for ranging, SOR®pagation patterns of a building using VOR base sta-
limited training is required. tions:
Landmarc([18] is an RFID based positioning scheme ) ) )
. _ . 0O there is no correlation between angle error and dis-
that is in a way similar to RADAR, except that the sig- o ]
. . . tance. We initially hoped to see such a correlation
nal map is built on the fly by previously placed tags. A , , ,
- . . o that could be used in the resolution of candidate po-
similar scheme of searching the nearest neighbor in signal
strength space is used, but the system adapts more grace-smons'
fully to changes. A similar idea is explored for 802.110 there is no correlation between angle error and mean
in [Q]. The automatic way to sample the SS map using signal strength. This is a direct consequence of
RFID tags in [18], and stationary emitters in [9] is ap-  the previous observation, since SS and distance are
plicable to VORBA for the range case, when some sam- strongly correlated, as shown in section 11.3.4.
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O corridors act as waveguides. Itis better to place VO&ing with fewer poses and with fewer revolutions is less
base stations in rooms in order to achieve more gmomising because of the inherent variability of the SS
curate angles. This however would reduce “naturakith respect to pose and time. If for example, the user
amplification available in a building, which may baakes the measurement only in one pose, it may happen
detrimental for data access, in order to enhance pdsiat his body or the screen of the laptop is blocking a di-
tioning. rect path to VORBA.

The original VOR used for aircraft navigation is a 2D
Another way to enhance the accuracy of 8%a) mea- .heme. VORBA has also been designed to take advan-

surements would be to use a revolving signal at the mohjlgy ¢ the rotation of antennas in a single plane to provide

as well. This would not only simplify the self pOSItlon'positioning only in that plane. However, the information

ing procedure which currently requires measurements B?Bvided by a single VORBA amounts to placing the mo-
four poses, but would enable a more accurate pictureigl, o 4 plane passing through the vertical axis of rotation
the signal at both the base station and mobile. of the antenna (in fact it is the half plane created by the ro-
Currently S3a) is measured at the base stations bggtion axis and the direction of the mobile). Two VORBAs
cause synchronization is easier. We found that the SS gg@sufficient for positioning in 2D because in addition to
function of time has a similar shape when measured at {ig o planes provided by the base stations, there is a
mobile, but with different phase. Provided that the mepjrg implicit plane of the 2D setup. VORBAs rotating
bile would have a solid frame of reference (compass).gifound other axes (other than vertical) could theoreicall
would be possible to measure angles from the mobile {gqyide additional planes for intersection. If the angle er
wards the base stations, with respect to North. These gfgjs independent of the altitude with respect to the base
equivalent with the angles currently obtained, but the nation, the problem is a simple extension of the 2D case.
method would offload some tasks from the base statiof}sihe more likely situation in which the error does depend
On the other hand, if the mobile doesn’t have a compagg, aititude, a problem for a 3D setup is to provision the
it will report all angles to an arbitrary reference and a difsirections of the rotation axes in order to minimize posi-
ferent type of triangulation must be applied. In this cag@ning errors. An additional aspect in 3D is the possible
the mobile only knows the angle under which it sees paigriation in polarization. In the current realization, the
of VORBASs, case which can be solved by a nonlinear opopile has the card always in the same horizontal plane
timization. VORBA uses for rotation, but if base stations rotate in ar-
VORBA is supposed to be an extension to regular dajrary planes, the polarization between the base station
access points, and not a separate infrastructure to supgatt the terminal may change in the course of every revo-
positioning, therefore an important issue that we are cijtion.
rently investigating is the data performance. The direc-
tional antenna used has an amplification of 14dB when
facing the mobile, and a very small one in the opposie.§ Conclusions
direction. While bit error rate is a function of signal
strength, providing predictable effects on UDP traffic, YORBA (VOR base station) is a prototype base sta-
is not clear what the effects of VORBA on TCP perfotion that providesangle and range measurementsis-
mance are. This may be less of an issue if the sweeping 802.11 signal strength. Its basic idea is to find the
antenna pattern is achieved in a non mechanical mangefngest maximums in the signal strength, and use them
and is only activated on demand. as the most likely directions in which the mobile can be.
A related issue is the time to position, and the posdihe current realization uses a revolving antenna, but a non
bility to do mobile tracking. The limiting factors are curmechanical implementation, even using quantized angles,
rently the need for several poses for the measurementsuld yield similar performance. A positioning architec-
and the large rotation period of the base station. Currentlyre using VOR base stations and triangulation has the ad-
a user has to take four poses, waiting three revolutionsvaihtage of not requiring extensive measurements of the
two seconds each yielding a total ok3 x 4 = 24 sec- signal strength map, while providing performance sim-
onds, while the triangulation time is almost negligible oitar (2.1m median error) with systems that require such
current laptops. While the revolution period factor casampling. When limited sampling is acceptable, the VOR
be greatly reduced using electronic beam forming, opéase station can provide robust range estimations that can
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be used for trilateration. To compute [(1]6) and[(1.7), we use polar coordi-

nates (pi,3) for all cartesian pointsx;,V;): % =

sin(B,), %5% = cos(f3), (LB = HE[ST) and (1) =

1.7 Appendix: Lower bound for an- E[S';ff)] Itis known that the polar coordinates are in-

gle only dependent, sowe only need to compﬂ@glg], E[sir(B)],
ositionin andE[sin(2()]. The distribution of3 is uniform, with pdf
P g fg = 5, and it can be shown thdt,g s:(s) = "\/;1—*5>’

. - - . _ . _ l - -
The Cramér-Rao lower bound is method that sets a |0VMS‘J?ICh yleldsE[3|n2(B|)] - E[COSZ(B')] = 3. Similarly,

__ 1 - OB SN 23 )] —
bound on the variance @y unbiased estimator. In our'sin2)(S) = e with an expectatiof [sin(2f3)] = 0.

case the triangulation problem is cast as an estimatiornrhe c. df of distances to base station$jgs) = R%.
problem by considering the true positigras the parame-Letm = p7 a random variable witm e [Rz, ) .
ter to be estimated.
Given a circle with radiusR, n VOR base stations Fn(S) = P{m<s}= p{iz <sp=1- 1
are Poisson distributed with density Coordinates of p SR
the base stations areg,yi) Cartesian, andp;,[3) po-
lar. Assume the mobile is in the center of the circle, ©
E[x] = (0,0), but rhe angle readings = [a1, ..., ay] are Em = /sfm(S)dS: %'n(sﬂi =0
described by equatiofi (1.1). The likelihood of being at 2 R
positionx = [x Y], after having seen bearings franbase ®
stations is: The interpretation of this is that error can become arbi-

trarily small when the mobile is getting infinitely close to
the base station. For this reason, we Bse- the mini-
L(xla) = In(p(alx)) mum distance to the base station a mobile can have.

= —In(o"/(2m)" ~ 55 ZZ

1 = 2 R
Using the likelihood, define Em = gnely =glng
o ﬁ% J2L
=/ l o % ] p(p;X)dp "
L ooy oy sin‘(B .
A = e nelsit(pEL )
and the bound on the covariance of the position is given
by I;;. Second derivative of the likelihoo 2'{‘3()(’54,“’) re-
duces to: n R R
A = @Inazmlnﬁ
N 2(x—x)(y—y)(ai—B)— (y—Vi)? B = 0, which produces
i; o2pt | = ?%2 In R—’?n|2, wherel, is the 2x 2 identity matrix.
wherep; = \/(x— )2+ (y—yi)? is the distance form 5
the point to the base station Var(x) > |l*1l = UiR
mA In R

[T paxda = _i(ymz (L6)

5P o?pft
[P ada — § XEHOW o)
J_oxay i; o?pf

[

becaus&|[ai| = [ p(ai|x)da; = Si.

—00



34

CHAPTER 1. POSITIONING USING DIRECTIONAL ANTENNAS



Chapter 2

VoIP in WIiFI based meshes

2.1 Introduction

In the recent past, there has been a tremendous prolif-
eration of VoIP services in both residential homes and
corporate offices. For example, in the corporate sector,
Infonetics data forecasts that there will be massive in-
crease in VolP and SIP adoption by 2015 . In addition,
the Skype service [29] providing free internet calls has , ) )
. _ .. . Figure 2.1: In a linear topology, capacity degrades with
recorded more than 10 billion minutes of call time in it§, o humber of hops.
first year of inception. The cost savings achieved by VoIP
by using existing data infrastructures along with easy de-
ployment benefits are the main reasons driving the steaidyis such as VolP over wireless mesh networks is chal-
growth of VolP. lenging. Although convenient and cheap, voice service
At the same time, VoIP over wireless LAN (WLAN)over WLAN faces a number of technical problems: a)
has the potential of becoming an important applicatigmoviding QoS sensitive VoIP traffic in presence of best
due to the ubiquity of the WLAN in homes and officessffort TCP data traffic; b) packet loss due to channel in-
With the advent of dual cell phone handset with WiRerference by using unlicensed bands (2.4GHz, 5GHz); c)
capabilities and soft-phones over PDAs, carrying voitégh overhead of the protocol stack - 802.11/IP/UDP/RTP
over the WLAN is gaining a significantimportance. Onctor each VoIP packet with 20bytes payload. The above
VoIP over WLAN becomes widespread, most cell phorgoblems become even more severe when supporting
or WiFi handset owners will migrate to using VolIP oveYolP over multihop mesh networks. In a multihop wire-
WLAN inside the administrative boundaries of the enteless network operating on a single channel, the UDP
prise buildings, campuses, public places such as airpdi®ughput decreases with number of hops for properly
or even in WLAN equipped homes. spaced nodes and is shown to be between 1/4 and 1/7 that

Providing VoIP users with true mobile phone servicé¥ single hop capacity [30]. This phenomenon of self in-
having the freedom of roaming requires wide area wirterference is produced by different packets of the same
less coverage, and IEEE 802.11-based multihop wirel#8 competing for medium access at different nodes.
mesh networks have been considered a practical soluti¥yien all nodes are within interference range, the UDP
for wide area coverage. The benefits of mesh netwdhtoughputin a linear topology can degradettavheren
compared to wired LAN connecting WiFi access point§ the number of hops.
are: i) ease of deployment and expansion; ii) better cov-As shown in Figur€2]1, our experiment on a real mesh
erage; iii) resilience to node failure; iv) reduced cost @éstbed with G.729 encoded VoIP calls indicates that the
maintenance. Such a mesh network has the potentiah@iber of supported medium quality calls decreases with
creating an enterprise-scale or community-scale wirelg¢sg number of hops for a simple linear topology. In a mesh
backbone supporting multiple users while driving thesgtwork with 2Mbps link speed, the number of supported
users from using fixed phones to wireless VoIP phonescAlls reduces from 8 calls in single hop to one call af-
typical usage scenario is shown in Figlre 2.3. ter 5 hops. This significant reduction in the number of

However, supporting delay sensitive realtime applicatpported calls can be attributed to following factors: a)

Number of calls supoported
o B N W A OO N @

Hops
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decrease in the UDP throughput because of self interfelay delay. In wireless networks, the main factors affect-
ence; b) packet loss over multiple hops and c) high proiog VolP performance are the low capacity and the vari-
col overhead for small VoIP packets.In this work we foclable loss rate.
on designing a 802.11 based wireless mesh network thasome initial studies on the performance of real-time ap-
can efficiently support the VoIP calls. Specifically, ouglications over 802.11 were presented by Sobrinho and
main objective is to increase the number of calls thatyah in [33,[34]. Reference5[B5,36] focused specifically
multihop mesh network can support. We address sevasal\VolP over 802.11 considering the delay and loss char-
performance optimization issues that lead to significagdteristics under PCF and DCF modes. Another recent
benefits in capacity and in the quality of VoIP calls. work on VoIP over WLAN [37] presents analytical stud-
We describe our implementation of a 802.11 wirele@ss on the number of calls that can be supported in a single
mesh designed specifically to provide various VoIP reep WLAN. The study reports that increasing the payload
lated services. We focus on two important problems per frame increases the number of supported calls. Our
supporting VoIP over wireless mesh network: increasingrk uses this observation for a multihop scenario to de-
VoIP capacity and maintaining QoS under internal and esign the voice packet aggregation scheme.
ternal interference. We evaluate the performance of VoIPSeyeral performance optimization schemes were pro-
over the mesh network and provide various approachesp@ged for \oIP over WLAN: Yu et al.[[38] propose the
optimization of the overall system. use of dual queue of 802.11 MAC to provide priority to
In particular, for increasing capacity in supporting morgo|P, while Wang et al.[[39] propose packet aggregation
number of VoIP calls, we investigate on the followingo increase capacity.
three directions: use of multiple interfaces, efficienttrou Recently, research has been conducted in the area of
ing, and use of multihop packet aggregation to redugg2.11 based wireless multihop mesh networks. A study
overhead. We present the individual performance benefihducted to understand the capacity of multihop network
obtained by each of the above directions. For routing, Wgs presented i [30]. Research on improving the end-
use label based forwarding and adaptive path selectiodand performance of application on multihop network
support fast path switching, call admission and mobility, employing multiple radios was considered[inl[40] and
support. [41]. Further work on finding better routing metrics and

We provide a multihop aggregation mechanism thefrategies for multihop networks was presented in [42].
uses the “natural” waiting time of packets in a loaded net-

work. We show that our aggregation scheme does not in-

crease delay while providing significant benefit in ter2.2  VVOIP basics

of capacity increase. Each of the optimization schemes

proposed are distributed in nature and does not rise sc&iaIP system consists of an encoder-decoder pair and an
bility problems for large mesh networks. The above pdPR transport network. The choice of vocoder is important
formance optimization techniques are implemented inbgcause it has to fit the particularities of the transport net
15 node indoor wireless mesh network. The experimentérk (loss and delay). One of the popular voice encoders
results show an increase of 13 times for a six hop strifggG.729, which uses 10ms or 20ms frames. It is used
when all optimizations are used (Figlire 2.18). by some available 802.11 VoIP phones (such as the Zyxel
Prestige, Senao S7800H, and by other wired VolP phones
as well). The Zyxel Prestige for example, sends 50 pack-
ets per second, of 20 bytes each, and we chose this traffic
Recently, with growing importance of VoIP, several respecification for experiments and simulations throughout
search works have addressed the performance issuethisfpaper. Although a 30% utilization increase is gen-
supporting VolP over Internet. The use of switchingrally expected when accounting for periods of silence
among multiple paths to reduce delay was proposedwhen no packets are sent, we do not consider silence pe-
[31] and recovering from packet loss was proposed rilods (the Zyxel phones and the Skype application also
[32]. These strategies were used for delivering VoIP usidg not use silence suppression). To measure the quality
an overlay network. When transporting VoIP over the Iof a call, we used a metric proposed|(inl[43], which takes
ternet, the major factor affecting the performance is pdtito account mouth to ear delay, loss rate, and the type of
delay as for good quality, VoIP requires 200ms or less otie encoder. Quality is defined by tRescore which for

2.1.1 Related work
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loss.
Figure 2.3: Mesh system showing two clients connected,

and the paths maintained between them. Each mesh node
has one separate interface for the clients, in addition to
backhaul interfaces. Clients can connect across the mesh
to other wireless devices, in the institution intranet to
wired VOIP phones, to the internet, or to the PSTN.

medium quality should provide a value above 70:

94.2—-0.024d
0.11(d—177.3)H(d— 177.3)
11— 400g(1+ 10e)

packets from all flows in an experiment are considered to-
gether by macro-averaging.
Figure[2.2 shows the values of tRescorewith respect
to network delay and total loss for 60ms jitter buffer and
0 d = 25+ diier putrer+ dnework is the total ear to 25ms Vf)coder delay. The |nterprejcat|0n of the®Bseore
- curves is that for example to obtain Brscoreof 70, the
mouth delay comprising 25 ms vocoder delay, delay h i ] cets in | o
in the de-jitter buffer, and network delay: network has to deliver all packets in less than 160ms, or

deliver 98% in less than 104ms. From the figure we can

where:

O e= enetwork+ (1 — Enetwork €jitter iS the total loss in- See that the quality is sensitive to even a couple of percents
of loss, whereas the delay tolerates differences in tens of
milliseconds. In 802.11, loss has a high variance, as it

O H(x) = 1if x > 0; Ootherwises the Heaviside func- depends on the quality of the channels and the cards, and
tion;

cluding network and jitter losses;

on the interference from external or internal sources. In

N a multihop setup, end to end loss is difficult to control

D th_e parz_imeters gsgd are specificto the G.729 enco‘%eé needs to be maintained under 2%. Using the retry
with uniformly distributed loss. mechanism of 802.11, this loss can be reduced at the cost

The constants consider the delay introduced by the gfincreasing delay.

coder for its lookahead buffer, and the delay introduced

by the jitter buffer. We considered a jitter buffer of 60m?_3 VolIP mesh system

which has two contradictory effects: it increases end to

end delay, therefore degrading the quality, but it also rée evaluate performance and capacity, we deployed an
duces the jitter, which has an overall better effect. TI8©2.11b based wireless mesh network for supporting VolP
R-scoreis finally computed only from the loss and the ddraffic. In this implementation, the mesh network is con-
lay in the network, which can be measured directly in ogidered a multihop extension of the access point infras-
testbed. In order to emulate the behavior of a simple jitteacture existent in most institutions. It is useful to use
buffer, we assume that playout starts at the destinationthie concept of a layer 2 switch to see the entire mesh as
ter the arrival of 4 packets from start (60 ms jitter buffea single element that switches packets between its ports.
= 3 packets). Therefore all the deadlines for the packétport is in fact a mesh node which has at least two inter-
at the receiving side are established at this point. Ldsges: one in ad hoc mode for the backhaul in the mesh,
in the jitter buffer is computed as the fraction of packetsd one in infrastructure mode to connect to clients (Fig-
which do not meet their deadlines. In order to computee[2.3). These clients can be VoIP wireless phones, lap-
loss probabilities and average delay in the network, &dps or other wireless handhelds. To the clients, the mesh
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Figure 2.5: Click node components for label based for-
warding, routing , aggregation

Figure 2.4: 15 node testbed in a 70m x 55m building2.3.2 Mesh node

In order to provide routing, forwarding and other \VoIP
acts as a switch or hub in the sense that they are not cepecific services, we used the Click modular router [44]
cerned with the internal routing of the mesh. However, thvy each mesh node. The router architecture is shown in
implementation of the mesh is based on IP, even thouiilure[2.%. Voice packets use label based forwarding and
it offers a layer 2 abstraction outside. In our implemeneuting, while other traffic uses regular routing. In this
tation, the clients can have connections across the masiter configuration, when a packet is received from the
to other wireless devices as shown in the figure, througérds, it may get labeled if it is a voice packet which needs
the institution intranet to other wired VoIP phones, out 1@ be routed over mesh network. For test purposes, label-
the internet with the help of a SIP server, or to the PSTiNg of traffic that is generated locally at the node is also
through a local PBX. allowed. To increase the capacity to carry VoIP traffic,
we implemented a packet aggregation service which en-
capsulates multiple small VoIP packets into larger pack-
2.3.1 Hardware/software configuration ets before forwarding. For each interface, a correspond-
ing aggregator as shown in Figure]2.5 handles outgoing
Our VoIP mesh testbed consists of 15 nodes based onphaekets. Similarly, a de-aggregator decapsulates the ag-
Stargate architecture from Intel, using the XScale procggegated packet into the original VoIP packets. A clas-
sor, 32MB of RAM, and 64MB of compact flash. Eachsifier decides whether a packet is destined for the local
node is equipped with two 802.11b wireless interfacgsachine (signaling, aggregated packets); has to be routed
(compact flash and USB 1.1) and has an open slot fotagst effort traffic, signaling); or has to be label routed
third one (PCMCIA 16bit). The testbed is spread ovéyoice). For aggregated packets, after the decapsulation,
the third floor of NEC Research Labs in Princeton Nihe resulting packets are fed back to the classifier and they
and the layout is shown in Figute 2.4. A high-densitpay join another aggregation path.
area on the left side of the building provides a proxim-
ity of nodes which allows the study of interference, ang_3_3 Label based forwarding
a lower density area to allow for longer paths in the net-
work. The wireless cards are running at the fixed rate lof order to label the IP packets, we use TOS field of
2Mbps which has the advantage of providing more st@ach IP packet that provides 255 labels at each node.
ble results for the indoor setting. Each node operates wédily packets with non zero label are forwarded based
two interfaces: one that is used to get client traffic fro@n their label. Packets with a zero label follow the
the VoIP 802.11 phones, and the other one for backhautinderlying routing protocol (DSDV) used in the mesh
the mesh. If a third interface is available, it can be usedngtwork. In order to perform label based forwarding,
improve the capacity of the backhaul. To experiment wigich node maintains an additional table with an entry like:
this setup using only two interfaces, we generated traffic
locally at the nodes, in order to have both interfaces avail-{ in_label ‘ out_label interface‘ gateway‘
able for backhaul. Any packet that arrives on the interface and has a non
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zero label {n_labe) is stamped with the correspondindpave to be switched fast to alternative paths to maintain
out_labeland sent to thinterfaceto be delivered tgate- QoS, c) fast call admission (no waiting for routing setup
waywhich is the next hop in the path. Once the outgoiray reservations); d) pinned down paths allow various path
label is set (by the Switch in Figufe 2.5), and the ouselection strategies at source (e.g. aggregation, imerfe
going interface is determined (for both routing and labehce). Multipath routing also comes with generic advan-
based forwarding, by their respective lookups), packetges which are not specific to realtime traffic, providing
are pushed tépull” queues associated with each intenatural load balancing, increased resilience, path diver-
face. These queues perform the aggregation of paclsitg, increased capacity and reduced interference (when
with have the same next hop (only voice and probe padeveral cards are available).
ets). The meaning dpull” in Click terminology is that To summarize, the implemented VoIP mesh system
these queues are queried by the cards when the transusgs routing (DSDV) for signaling and best effort traf-
sion is possible, so the waiting time in these queues is usied and label based forwarding for voice traffic. Each
for the purpose of the aggregation. A naive implementaade maintains statistics about the popular routes used by
tion of aggregation would delay small packets in order @SDV and keeps the top five most popular routes to each
club them together in larger packets. Using this impléestination to be used for label based forwarding. Mo-
mentation feature ensures that no forced delay is inthmlity is handled using these precomputed paths so that
duced during forwarding. after handoff from one node to another, several paths are
always available to continue the voice forwarding.

2.3.4 \VoIP call routing

\oice packets have a hard deadline of about 200ms moglh4 VolP performance Optlmlza-

to ear in order to achieve reasonable quality, while 400ms tions
is acceptable for intercontinental calls. This means that
for the wireless leg of the setup, there is a fairly tight bu@.4.1  Evaluation methodology

getin time, so it can not be relied on the routing pmtocﬁl order to evaluate the performance of VolP communi-

to reconfigure paths during the call, or even search for the . . .
9 P g cation over this network, we used thede UDP traffic

th when th Il'is placed. Our design decisi t .
pathwhen the call s place ur design decision Wasggnerator/coIlector[47], which is able to generate CBR

use pinned down paths using label based forwardlngptgcket flows with given rates, packet sizes, and sched-

service the voice calls, where paths are continuously r?— . L
) ] ules. Detailed traces of the connection include the send-
freshed in the background by some routing protocol. . . L
ing time, receiving time, flow 1D, and sequence number

Up to five pre-computed paths are maintained for f?(I)Ir each packet. In order to have an accurate measure of

voice communications of a pair of nodes, obtained frome delay, all node are synchronized using NTP. To emu-

r iscovery pr | h DSDVI[4 . . .
a route discovery protocol such as DSDV[45] to upda]taete voice conversation between two terminals, we set up

the list of paths in the bacl_<ground. _The use Of_ _pr?v_vo simultaneous rude sessions, one for each speaker. All
computed label based paths is appropriate for mob”ﬂygg]ls have one minute in length, and use a traffic pattern

well. While one hop handoff can be achieved in 60ms E:%rresponding to the G729 encoder, which produces 50

802.11 networks [46], updating a path in a mesh, or USiBngetS per second with 20 bytes of payload each.
triangle routing may not satisfy delay requirements. For
example, a loaded 4 hop path in our testbed has a dela3éojr
80ms, and still provides QoS, but a signaling scheme "or
routing protocol might require several round trips alor@eferring back to Figurle 2.1, we see that the main prob-
this path to set up a route. With pre-computed paths, aflem in a multihop network is performance degradation
the one hop handoff, the new node has five proven gowith increasing number of hops. A simple idea for im-
paths to choose from. provement would be to just increase the number of inter-
The main reason to use label based pre-computed pd#ites in each node. A naive use of multiple interfaces in
is to have several alternative paths between the sametring would be to use one interface on a channel for the
source destination pair, available at all timelut there forward traffic and a second interface on a second channel
are other advantages to be considered as well: a) no tiimethe reverse traffic, which should provide double capac-
to update paths during calls or after handoff, b) flows may. We verified this in our testbed on a string of six hops.

.2 Use of multiple interfaces
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Figure 2.6: Each node with two 802.11b interface. case °

A: two non overlapping channels for forward and reverse Hops
direction; case B: three channels used with reduced self
interference Figure 2.7: Channel diversity: use of multiple cards with

independent channels.

However, for each of these flows, the same behavior as in R>60

Figurd 21 is created by interference with neighbors which R>60 FoTo
have cards on the same channel. An alternate method is R>70

to use more independent channels as shown in Figure 2.6.

However, using 802.11b, only three channels are avail- R>70

able, which limits the achievable improvement. Operating ¢

with only two backhaul interfaces and only three indepen- 1

dent channels offered by 802.11b, we evaluated the fol- Naive Case A Case B

lowing situations. Case A: two independent channels fP?'gure 2.8: Path and channel diversity: 2 disjoint paths,
forward and reverse traffic: (1,6)-(1,6)-(1,6)-(1,6)&8)t, each using independent channels.

(1,6)-(1,6). Case B: reduced self interference channel

Number of calls supported

allocation: (1)-(1,6)-(6,11)-(11,1)-(1.6)-(6,11)-11The 7 7 1 for\yard and 11-11-4-4-11 reverse (case B). Using

two solutions prod_uce notaple improvements, eSpecmélgnﬁguration B, five calls were possible between nodes
forlonger paths (Figuie2.7). The lack oﬂmprovementf(g and 10, compared with just one call in the basic case
shorter paths is explained by a shortcoming of our testb@_qgurm)

node, which only supports a limited number of interrupts Using several network interfaces provides scalability to

per second. Using a better architecture, roughly a d(fHé system, while using several channels across the mesh
bling of performance is expected with the addition of Srovides frequency diversity. These factors combined ac-
second card, at least for the solution A. Solution B h"Eﬁally have a more than additive effect, meaning that the
even greater potential of improvement when more ind(‘?étpacity improvement of using them together is greater

pendent channels art_e a_tvallabl_e. In 5_302'118" mterferem:gn the sum of their independentimprovements. The rea-
may be completely eliminated in a string, because aCh%’n is the reduction of interference, but this gain is still
nel can be reused after 11 hops, which in most cases \miH

be out of the interference range. o ber of available independent channels - 3.
Further, one can use the multiple interfaces to creates, ently we are investigating the interference proper-

path diversity in addition to channel diversity. Here thﬁes of 802.11a cards which offer better possibilities for
forwarding path and the reverse path are disjoint, pref%

ited by the number of interfaces used - 2, and the num-

nser meshes. On one hand, the range is shorter and the

ably at the interference level as well, except at the tem&izipacity higher, and on the other hand a larger number of
n.ation. points. Also, each path independently uses Chan&%nnels is available, so a six hop setup like the one in our
diversity. building should require no frequency reuse.

To evaluate the multiple path option in the testbed, we
pinned down two independent paths of five hops eagh, .
which are as far from each other as possible: 10—9—827]'-4'3 Routing
11-6 and 6-5-14-3-2-10 (see Figlrel2.4 for the placememtje design of good routing schemes for supporting real-
and assigned channels for the forward and reverse patime applications over wireless mesh is an inherently chal-

1-7-1-7-1forward and 4-11-4-11-4 reverse (case A), 14enging problem. The difficulty in routing arises from
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the number of factors on which a good route depends: '
a) channel quality; b) dynamic condition due to interfer- °
ence caused by traffic inside and outside the mesh net- |

0.7 |

work; c) traffic load on routes in the interference range.

06 [
Jointly considering the routing and channel assignme‘ptos |
problem [40] is NP-hard even with a centralized solution o

and instantaneous global knowledge of network condi- 0:3 _

tions. Voice calls pose additional problems because any , |

decision taken in reaction to network conditions may af- [~ "oz |
. . . . . thresh =-----
fect voice quality: changes in routes, call admission and . . . . . _ yanis
. i L 0 10 20 30 40 50 60 70 80
handoff, all have strict delay requirements to minimize the R score
time during which packets are lost. Figure 2.9: DSDV has low performance for one call

In our current setup, call admission has to be performaeross the testbed using various metrics.
within seconds of placing a voice call. This is achieved by
using pre-computed paths, even if the solution is subopti-

mal. Another important factor in this decision is that thlgbel based forwarding. Each node is maintaining the

call admission process should preferably be distributetap five most frequently used routes for each destination,

. . . .based on measured statistics. We ran DSDV with vari-
To achieve the above design goals, our voice call routing

. ) . Qus loss based metrics (including ETX, end to end loss,
approach consist of two components: route discovery an

adaptive path selection. To choose paths, we opted fociugantlzed end to end loss). We retained the five most fre-

. - guently used paths chosen during last 24 hours. These
solution based on probing in order to cumulate all factors ~ _
.top five paths were almost the same for the different met-

(interference, load, channel quality), which are otheewis oo ) )
hard to account for rics, although with differing frequencies from one metric
' to another. This means that from the loss point of view, a

Route discovery: For route discovery, DSR would ~ ) )
slgﬂlar set of path shows a consistently better quality over

have been a good choice, but we need to maintain multi
source destination paths, and the implementation avall:
able with Click performs poorly on our platform in terms Adaptive path selection: In order to use the paths
of CPU usage and responsiveness. DSDV is the secdplgvoice transport over our wireless mesh network, we
option, but being distance vector based, it has the un@éined down the paths using label based forwarding as
sirable effect of frequently updating paths in the middrescribed in the last section. We chose a pair of nodes A
of the call. We experimented with several metrics: hd}i‘d B at extremities of the building to maximize distance
count, end to end loss, quantized end to end loss, a thrd8H10Ps and path diversity. To make use of the alternate
old based loss metric, and ETX[48] (which is also bas®dths and the possibility of fast switching without losing
on loss). All these metrics provide unacceptable perf@dy packets we implemented a simple strategy in which
mance (FigurE2]9) for voice in our testbed. This is mainff€ of the nodes monitors all the paths with a low band-
because of the default behavior of DSDV which is agitjidth ping (one packet per second). When a call is placed,
routes and is always ready to accept new ones. The wife five paths are probed with a low bandwidth probe to
less environment in the building is also a factor that dévaluate the delay of each path, which is the most critical
grades the performance of routing. Even the fairly statfl@mponent. The probing traffic has the same character-
hop count metric exhibits a lot of route variance becaul§¥Cs and treatment as the voice traffic, namely it can be
occasionally packets may travel across the entire buildidgdregated or delayed based on localized conditionsin the
long enough to make the routing algorithm believe a oR&twork. The size of the packet is chosen to be the same
hop route is available. When this long link becomes uf$ the voice packet so that round trip times are good es-
available, or is beyond a certain age, DSDV is looking fénates that can be extrapolated for voice packets. When
alternatives based on its current metric. It is in this cadBe exponentially averagdiscoreof the voice call stays
during switching between routes, when voice packets g@der 70 for an extended period, the decision is taken to
lost and quality gets degraded. switch to another path based on the monitored round trip
We opted instead for using DSDV to collect frequentiymes and loss rates.
used routes which are then pinned down and used wittEvaluation: In order to evaluate the above strategy on
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Path Ravg | cdf(R> 70) | path usagg Raygused
adaptive| 71.2 0.86 - -
a 40.4 0.48 47% 72.4
b 56.3 0.69 40% 73.2
c 17.1 0.19 11% 70.8
d 28.7 0.33 1% 5.1
e 6.5 0.07 1% 52.8

Table 2.1: Adaptive path switching vs. fixed paths

Delay distribution for path 'a’
0.6 T T T

our mesh testbed, a single voice call is ran for 2500s be?5|
tween nodes A and B, and tliescoreis recorded every , 44|
second. Each of the five available paths is measured:é‘:n—
dependently. To create a repeatable pattern of disrupti)?ia'
similar to office use of laptops, we selected a number of.2!}
jammers outside the testbed that follow a predefined ran-

0.1}
dom, but fixed, sequence of traffic on the same channel as %
the testbed. o :

o 0.05 0.1 (.).15 6.2 0.2
Delay [s]
Delay distribution for adaptive path

0.25

In Table[Z.1, we have the path labels in the first col- 2|
umn, from a to e. The first line corresponds to the adai)-
tive strategy. The second column of the table shows @8.1
averageR-scoreachieved, and the third column the frac® ,, |
tion of time whenR > 70. By using the available alter-
nate paths, the simple adaptive strategy is able to route theos
voice traffic around the interference and congestion pro- ’,
viding a goodR-score86% of the time, with an overall ~ ° g 0.05 bl
average oR= 71.2. The fourth column shows how paths ' __ Path switching history
are used by the adaptive strategy, and the fifth column the
averageR-scoreobtained by the respective paths on be-°[
half of the adaptive strategy. Most service is provided bya |
just three paths, which could help in reducing the amOLﬁ\t
of probing traffic to only proven quality paths. Probing 02 I
additional paths may be enabled only when the reduced}
set doesn’t provide the required quality.

Knowing that theR-scoreis a function of loss and de-
lay, the question is which of the two factors is more im- o 500 1000 1500 2000 2500  30C

Time Is]

5}

0.15 6.2 0.2

a

portant in our testbed. The network loss is less than half

Eigure 2.10: Delay distribution adaptive vs. fixed. (a) A
fi h I )
apercent for most paths, except one, so delay must befﬁ%d path provide delays greater than 200ms 50% of the

deciding factor. In Figures 2.10a dnd 2.10b, the delay digne ' (b) Only 129% of the time the delay is greater than
tribution histogram is shown for one of the participating0Oms when the path is adaptive. (c) path labels used by
paths and for the adaptive case. Times over 200ms H1@ adaptive scheme.

collapsed in the rightmost bin. These distributions con-

firm that the quality of our paths is dominated by delay.

The source of this delay is cross traffic (from the jam-

mers) and channel conditions (802.11 retry is set to 16).

Since an unloaded path experiences about 2ms-3ms per

hop, and our paths have 4 and 5 hops, the measured de-

lay was confirmed to be in the range 8-15 ms, which is
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Figure 2.12: Aggregation merges small voice packets
from different calls into larger packets to improve chan-
0.4 nel utilization

Payload data rate [Mbps]

theoretical rate
experimental \ data

o 2‘00 4‘00 6‘00 8‘00 1000 1200 1400 |:| preamble + PLCP (1%) for data and ACK

RTP payload size [bytes]

. . o 0 contention (approx 31ds)
Figure 2.11: Overhead measurement confirms analysis in

a 2Mbps 802.11 network. The throughput in Mbps is given by the relation

almost negligible compared with the delays experienced
by the voice traffic during the experiment. Figlire 2.10c TX) =
shows which paths were used during the experiment, cor-

roborating the figures from taldle 2.1. wherex is the payload size in bytes, amdis the raw
bandwidth of the channel (in Mbps - 1,2,5.5, or 11). In
2.4.4 Aggregation Figure[2.11, we measured actual data rate obtained be-

tween two nodes as a function of packet size employed,

As mostvocoders use samples of 10-100 ms, a mesh n\(/)v |ech proved to be fairly closed to the analysisTgk).

is expected to get a large volume of small packet traff'\%]hen using 20 byte voice payload, and comparing with

However, 802.11 networks incur a high overhead to traqﬁ-e maximum achievable with large packets, the obtained

fer one pa(.:ll<et, .therefore small SIZG-S of packets reduce_tﬁ'h]reoughput is just 8.2% for 2Mbps, and 3% for 11Mbps.
network utilization. The problem with small payloads is

i ] Two main techniques of reducing this overhead are
that most of the time spent by the 802.11 MAC is for send- : . .
packet aggregation and header compression. The basic

ing headers and acknowledgments, waiting for separatlgga of aggregation (FiguFE2112) is to combine together

DIFS and SIFS, and contending for the medium. For ex- . .
several small packets at the aggregator in the ingress

ample, in order to send a 20 byte VoIP payload, a 60 b)ﬁgdes and forward them with one IP, MAC and PHY

packet is assembled from 20 bytes IP header, 12 byrt]%saoler across the air

RTP header, and 8 bytes UDP header. This take$143 . L -
eader, an ytes eader sta A common problem in packet aggregation is that it in-

to send at 11Mbps, but MAC header and physical head- - o
) , ) creases packet delay, reducing its suitability for VoIR ser
ers, trailers, inter-frame periods and ACK need a total of . -
_ vices. But if the network is lightly loaded, the packet ag-
444us. That however does not consider the amount of . _ .
. o ] gregation techniques do not have to be used for improv-
contention which is on average of 31§ and increases .
) ) ] ) ing network performance. Under heavy load, small size
exponentially with contention. This way, to send a 20

vt load takes 8 t 11Mb ioldi . packets would experience heavy contention which lead to
es payload takes a s, yielding approxi- .
yles pay hs P _y g app retransmission, and drops. The packets then spend the
mately 1250 packets per second, which for a vocoder like . .
argest part of network delay in the queues at the inter-
G.729a means only 12 calls can be supported. At 2MbR15, , , . .
ediate nodes. The higher the contention to access wire-

a similar computation leads to 8 calls. When s;endingI .
. i o ess media, the larger the network delay becomes. These
byte voice samples, the overhead incurred is given by:

8x
754+ (78+x)8

small packets waiting for media access in the queues are
0 RTP/UDP/IP 12+8+20=40 bytes the candidates for packet aggregation. Therefore, packet
aggregation during heavy load does not need to introduce
additional forced delay to combine packets.
0 MAC/PHY procedure overhead = 75 Packet aggregation can also be used for combining
voice packets in the same flow by introducing an ex-
O DIFS(5Qus), SIFS(1Qus) plicit delay at the ingress node of the call, if the extra la-

0 MAC header + ACK = 38 bytes
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Algorithm 2.1 Aggregation logic for ingress nodes E 35 aggregation — ns2—& —
P - packet being queued at a node; g 0 A o = heg T
P’ - packet with the same next hop as P; 2 25 no aggregation - testbedo—
A - aggregation packet being prepared,; % 20k i
minPackets - number of packets from the same flow S el |

that have to be aggregated at the ingress (correspondsg

to the delay budget available for the flow); 2 101 ]
MTU - maximum transmission unit = number of voice 2 - 1

packets that can be fit in 1500 bytes; oL— L ‘ ‘ ‘

1 2 3 4 5 6
find queue of P; Hops

1: if size(queue) > minPackets
add all packets from flow(P);
if size(A) < MTU

find a queue with the same dest A

Figure 2.13: Aggregation on a string: ns-2 vs. testbed.

A
go to 1; o~ o~ o~
else O@ &= ©
send A directly to destination;
else B B

if size(A) < MTU . . .
Figure 2.14: Aggr ion intr nl ntroll -
do find the flows(P’) >= minPackets and add gure ggregatio troduces o y contro ed de

minPackets from them lay at the source of flows. Intermediate nodes do not delay
while size(A) > MTU packets to improve aggregation, but use “natural” waiting
else required by MAC under load.

send A to the next hop

hops in 2Mbps mode was less than the optimal 1.7Mbps.
tency does not degrade voice quality severely. This tedthe first hop for example was measured to provide a ca-
nique increases mouth to ear latency, but it also redugegity of only 1.38Mbps, with 1500 bytes packets, ac-
queueing delay caused by network contention. On tbeunting for the difference between the aggregated calls
other hand, too large forced waiting at the ingress noggpported - 29 in testbed versus 34ris-2 However,
causes longer network delay, and lower quality. In okhowing that our simulation setup performs reasonably
system, the delay budget available for aggregation is @mse to the testbed, we obtain the most of the next results
tained from path monitoring. If measured delay on a paithsimulation only.

allows extra waiting without degrading thiescore that  one of the main claims of our distributed aggregation

amountis allocated to aggregator at the ingress node. method is that it does not introduce additional delay by
The aggregator treats differently flows which are fosing the wait for the MAC availability to club together
warded and the ones for which it is the ingress node. péckets destined to the same next hop. To verify this
the ingress the packets can be delayed some amoungigim, we place five longer calls indicated by A in Fig-
time, depending on the budget allowed by the probing gfe[2.T# and five short calls, indicated by B. Aggregation
available paths (Algorithii 2.1). When forwarding hows performed for each group of flows independently at the
ever, no delay is introduced, but under higher than migource by introducing a controlled delay of 80ms. This
imal load, packets still cumulate in the queues, waitingeans that packets from A are not merged with packets
for medium access. During this wait, other packets mgym B during their common hop 3-4. The network time
join the aggregated packet, provided that they have fag flows A is about 61ms in the absence of B and in-
same next hop or same destination. Alternatively, packetgases to 89ms after B is added. This is normal, con-
which take a different path are split and re - aggregatsidering the increased interference for all the nodes and
accordingly. the longer queues at nodes 3 and 4. After we enable ag-
Evaluation: In ns-2,we simulated a string of 6 nodegyregation between A and B at hop 3-4 the network time
with and without aggregation, and verified the resulter flows A decreases to 79ms. Not only a delay is not
against a similar string in the testbed. In Figlire R.18dded to the long flow, but the creation of larger packets
we find that for the non aggregated traffic, the simulatioseduces the contention for the hop 3-4 thus reducing the
matches the testbed results in most points, but for agdmad on the network. This experiment reveals some inter-
gated traffic the testbed performs worse. The cause of thiting properties of our aggregation scheme: first, it only
was identified in the fact that the capacity of some of thdcks in at higher load when waiting in the queues can be
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920 T T
Aggregation
No A%%re%atlon* B

ol - When the mesh is used as an extension of the access
S — S A Y A . point infrastructure, a popular pattern is to have voice
sor calls forwarded to the wired infrastructure or to the PSTN.
In this case paths from the clients all lead to a common

50 -

R-score

s ® R

af 1 root which provides access to the wired leg of VolP. We

2": | simulated a complete binary tree with 8 leaves, and with

12 ‘ ‘ e e e an additional link from the root to the wired access, so

1 ’ T Nmeoiioncats ’ that there are 4 hops to forward from the leaves. Figure

Figure 2.15: Aggregation performance for random calls18 shows that performance improvement is similar to

in a string the string case, by more than a factor of two. For the
non aggregated case however, the capacity is much less,

% Aggregation—+— mainly because of the interference that now covers larger

No Aggregation—e— _|

portions of the tree (more than the 4 hops that interfere in
a string).

JOEessEEtEsssEEEEEEEEEEEE s EEEEEEEEEEEEEEE e

60 -

50

R-score

40 -

7 2.4.5 Aggregation and header compression

30~
A Header compression is a complementary scheme related
to aggregation. It has the same goal of reducing the
1 2 SO AL S S 8 amount of overhead by exploiting headers that do not
_ _ change, or whose change can be predicted. For a VolP
Figure 2.16: Aggregation performance for random ca?s
in a tree low RTP/UDP/IP headers take 40 bytes, but only 12
of them are changing often. Schemes such as cRTP or

ROHC aim at compressing the 40 bytes into a 2 byte con-

used to group packets with the same next hop. Second§gtion ID, but they are appropriate for one link only. In

is completely distributed inside the mesh. The endpoirftéler to emulate a simpler scheme that only transmits the
need to specify initial delays depending on their time bu@b@nging fields, we reduce the header from 40 to 14 bytes
gets, but the intermediate nodes have the simpler tasié8fthat more voice packets can fitin an 1500 byte packet.
looking for packets with the same next hop. Third, and the!" Figure[2.17, we look at the performance gain given

most importantshort flows do not delay long flows for Py header compression alone, aggregation alone and
the purpose of aggregationlt is true that the mere exis-the combination of header compression and aggregation.
tence of short flows increases wireless medium load di§2der compression by itself achieves an almost negligi-

therefore increases delay for long flows, but that is inhd}\€ improvement, because it only reduces overhead with
ent to the behavior of the shared medium. In network dié6 bytes out of the total 78 bytes + 78 Aggregation

tributed aggregation reduces load without impacting tR8!Y curve is the same as in Figure 2.13, repeated here
network time of existing flows. for reference. When combining header compression and

. ) i a%gregatlon we get another factor of two improvementin
In another experiment we consider a more randomize ) . .

o o capacity. The reason is that once the aggregation reduces
situation in terms of sources and destinations of calls.

twe MAC overhead of 78 bytes + 7h4, the saving of 26

an eight hop string, calls between random sources and ran- . . —
g P g b¥tes provided by header compression becomes signifi-
i

dom destinations are placed. Considering 10 random s . . .
P 9 cant by allowing more voice samples be stored in a 1500

uations for each configuration of two to eight calls, we . .
byte wireless packet - 41 for header compression versus

for aggregation only.

20

10

compute the minimum, maximum, and average value
the R-scorefor the offered number of calls. In Figure
2.I5 these Values. are pIOtteq for each Oﬁereq load. F0.r4.6 Aggregation and multiple interfaces
the non-aggregation case minimum and maximum only
take values 0 or maximum, and are omitted from the file combine the advantages of using several interfaces and
ure. If we consider aR-scoreof 70 as a threshold of callaggregation, we simulated irs-2a string of 6 nodes that
quality, then aggregation more than doubles the capacitge one or two channels for the backhaul traffic. The im-

even with randomized traffic. provementis most visible at 6 hops (Figlire 2.18): a factor
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CHAPTER 2. VOIP IN WIFI BASED MESHES

to support VolP over the WLAN mesh: call admission,
mobility, QoS. We implemented a distributed packet ag-
gregation strategy that is work conserving by using MAC
waiting to perform aggregation, without introducing un-
bounded packet delays. These performance optimizations
are implemented in a 15 node wireless mesh network, and
the experimental results show an increase of 13 times for
a 6 hop string when all optimizations are used.

Hops

Figure 2.17: Header compression increases capacity over
simple aggregation.

® 1channel 1-1-1-1-1-1 + aggregatior

B no aggregation O 2 channels 1-1-6-6-1-1 + aggregatic

BN 8RS

Number of calls supported
5

o

o

liday

Number of hops

1

Figure 2.18: To send a 20 byte packet over 802.11, 78
bytes are used by MAC, IP, UDP and RTP headers. Ag-
gregating voice packets from different flows provides 13
times improvement for 6 hop calls.

of 7 increase from the aggregation, and another factor of
2 from the multiple channel.

The combined results of the testbed experiments and
thens-2simulations show that with appropriate optimiza-
tions, the wireless mesh is appropriate for sending voice.
Path adaptation enabled by label based forwarding is im-
proving the QoS, while channel diversity, path diversity
and aggregation improve capacity.

2.5 Conclusions

We experimentally investigated several methods to im-
prove the quality of VoIP over a WLAN mesh. These
are the use of multiple interfaces, label based forward-
ing architecture, and packet aggregation. Each of these
methods produces considerable improvement in the oper-
ation of the mesh - with respect to capacity, QoS, or both.
After evaluating several design options we believe that a
label based solution is the most appropriate for carrying
realtime traffic in a wireless mesh operating in the unli-
censed spectrum. Our architecture combines routing and
label based forwarding, and addresses all aspects required



Chapter 3

TCP and VoIP In Wireless Meshes

3.1 Problem Statement

Most traffic that flows over the Internet makes use of the
Transmission Control Protocol (TCP) and wireless mul-
tihop networks are one way to provide access extension.
TCP is one of the protocols designed for wired networks
and exhibits severe degradation in multihop networks. It
was designed to provide reliable end-to-end delivery of
data over unreliable networks and has been carefully op-
timized in the context of wired networks. For example,
large TCP default window sizes that are appropriate for a
wired network are too large for wireless links in multihop
networks.

Another type of traffic that becomes more prevalent in
homes and institutions is VolP. This capability becomes
available in most new cell-phones as well, due to conve-
nience and cost savings. VolP, however, is different from
most other traffic in that it has quite stringent delivery re-
quirements. While mechanisms to provide for this QoS
exist in the wired networks, in the popular 802.11 based
networks they were only an afterthought.

In this paper we show that coexistence between these
two popular traffic is a difficult one in multihop networks,
and investigate the different methods that can be used to
facilitate it. Even if QoS enhancements such as 802.11e
were added, it doesn't really address the central problem
of multihop networks, which is interference, the main fac-
tor affecting the coexistence.

The interaction between TCP and VoIP over a multihop
network is very complex. We summarize the most impor-
tant points:

0
0 TCP is an end to end protocolThere are no ex-

plicit signaling mechanisms in the network to tell the
TCP peers how fast to send, how much to send, or
when to slow down a transmission. A peer is respon-
sible for controlling these parameters from implicit

needs to be aggressive in discovering link bandwidth
because this way it can achieve high utilization. This
is achieved using large windows, which aggravates
channel contention on wireless links.

TCP produces bursty traffic, while VoIP is uniform.
In the so called 'slow’ start phase, TCP doubles its
window for each ACK received - in reality an ex-
ponential increases in bandwidth consumption. This
creates trains of packets that hog the medium for pro-
longed times. VoIP on the other hand needs regular-
ity in the network delay and a low loss rate. When
the network is congested by interference or too much
TCP data, VolIP traffic suffers from increased net-
work losses and delays. However, TCP just goes
into the recovery stage, reducing its sending rate until
the network is recovered from congestion, and then
sends all postponed packets. This cycle of burstiness
leads to both low utilization for TCP and unaccept-
able quality for voice.

0 TCP assumes thatlosses come from congestibis.

observation has been the basis of many studies and
proposed maodifications focusing on preventing TCP
congestion control mechanism to react to link layer
errors. Many performance studies of the TCP pro-
tocol over 802.11-based multihop show standard
TCP behavior may lead to poor performance be-
cause of packet drops due to hidden terminal in-
duced problems such as channel interference and
TCP data/ACK contention.

VolIP packets are small, while TCP packets are large.
For a given bit error rate, TCP packets will have
less success, so many of them would be retransmit-
ted across multihop links, thus generating even more
load that in turn generates more interference.

knowledge it obtains from the network or from ex- Accurate and timely estimation of the available band-
plicit knowledge it receives from the other peer. TCRidth is very important. Although there are many tools

47
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to estimate this parameter over multiple hops, most priover the wireless mesh networks, as presented_ih [49],
work has largely focused on improving TCP performan{®0]. Several performance optimization schemes have
over multihop networks, and was not concerned with theen proposed to improve the VoIP quality over a WLAN:
coexistence of TCP with real-time applications such &l proposed the use of a dedicated queue to provide
\VolIP. VoIP is mostly constant bit rate, has very tight deldyigher priority to VoIP traffic over data traffic, while in
and loss requirements, and should always be served pji#], packet aggregation is used to increase capacity.
to TCP traffic. Classical solutions such as priority queues,Many bandwidth estimation techniques have been pro-
bandwidth limitation, and traffic shaping do not providposed for wired networks. I [53], the authors survey
satisfactory solutions for the coexistence problem. Evdifferent methods to evaluate the capacity, the available
if voice traffic has priority locally within a node, burstybandwidth and the bulk-transfer capacity.
TCP traffic affects voice packets on other nodes within Ultimately, the question of knowing how much TCP to
the interference range. allow in the network is one of bandwidth estimation, as
This paper investigates the behavior of TCP and VoWRIP takes a predictable share of the resources. In 802.11-
flows in a shared network and proposes a novel bardsed ad hoc networks, few works deal with solutions for
width control technique to enable this coexistence bandwidth estimation. ir [54], each mobile estimates the
interference-ridden conditions such as multihop networéegailable bandwidth by computing the channel utilization
and WLANs. We examine ways in which TCP and Volatio and using a smoothing constant. The channel utiliza-
can coexist whilesatisfying two contradicting goals tion ratio is deduced from a permanent monitoring of the
maintenance of VoIP quality, but without sacrificing TCEhannel states. The main idea presented in [55] is that a
performance and network utilization. We found thairobe packet delay higher than the maximum theoretical
merely limiting bandwidth of TCP, while necessary, is natelay can characterize the channel utilization. The agthor
sufficient, as the bursty behavior of TCP results in popropose a method to compute the medium utilization from
utilization. Another finding is that it is beneficial to makéhe delays and then derive the available bandwidth from
TCP look more CBR like for two reasons: it is more prahe channel utilization.
dictable and therefore VoIP friendly, but also has hiddenin wired environments, TCP is considered to be
benefits for TCP itself. too slow in capturing the available bandwidth of high-
The problem is not simply a matter of bandwidth estperformance networks, especially over long-distance
mation, even if VoIP takes a predictable share of the fgaths. Two issues commonly identified as the underlying
sources, because it matters not only how much TCP torgasons are:
low in the network, but also what shape as well. We pro-
poseVoice Adaptive Gateway Pacer (VAGP& method
that uses existing VolIP traffic that shapes incoming TCP
to protect both VolP and utilization. This estimation is
a continuous process that has to adapt to a changing en-

1. Limited buffers at the TCP sender or receiver impose
a conservative upper bound on the effective window
of the transfer, and thus on the maximum achievable
throughput.

vironment: wireless channel conditions, VoIP load, TCPy Packet losses cause a large and multiplicative win-
flow arrivals, internet delays - all may change on time
scales of secondsVAGP limits TCP share within mil-
liseconds of noticing reduced capacity, but still allows
aggressive discovery when new bandwidth becomes sud-
denly available, all while protecting voice traffic. Some TCP-related issues that often impede performance
are: multiple packet losses at the end of slow-start (com-
monly resulting in timeouts), the inability to distinguish
3.2 Existing work between congestion and medium packet losses, the use of
small segments, the coarse granularity of the retransmis-
A large amount of research has focused on the optimizgon timeout, or the initial value of thesthresrparame-
tion of the TCP performance over wireless networks - siter. Networking research has focused on these problems,
gle and multihop. pursuing mostly modified congestion control algorithms.
Studies have been conducted to understand the cagaom the wireless perspective, the problem that arises in

dow reduction, and a subsequent slow (linear) win-
dow increase rate, causing an overall low average
throughput.

ity of multihop network and to improve VolIP capacitythe usage of TCP over wireless networks comes from the
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fact that wireless links have different characteristicghwi Servers
respect to wired ones, namely lower reliability and time- s et

variant behavior, node mobility, hand-offs, limited avail
(G

[

MP5

able bandwidth and large RTTs. Since the only reaction
provided by TCP in the event of unsuccessful packet de- w1

l% ‘
b

MPP — Mulithol
livery is the congestion control mechanism, TCP imple- (H - Ga'ewa“e):ﬁ
mentations perform poorly in wireless environments. The w2 MQ@’ [ %
majority of the solutions proposed by the research com- @ %Q )
munity fall in three main categories: éﬂm%/ Méw Mmé &

Connection splitting solutions: The key problem for Figure 3.1: Wireless multihop topology: a multihop gate-

TCP over hybrid wireless/wired networks lies in the di(;vay connects to the wired Internet to deliver TCP traf-
ferent characteristics of wireless networks and wired Ifie, or to PSTN via IP-PBX for VoIP calls. A Multihop
ternet. While most of packet losses experienced in wifgoint (MP) just forwards traffic, whereas a Multihop Ac-

less networks are due to hidden terminals and chanfigr- Point (MAP) also allows stations (STA) to associate
with it. In this paper we consider downlink TCP traffic

contention at the intermediate nodes, drops in the Interg&hinating on the Internet, destined to a client assodiate
almost always are due to buffer overflows at the routevgith a MAP.
A solution to this network convergence problemi[56] lies

in splitting the TCP connection at the node interfacing ﬂb%odput than TCP-NewReno. However, it still depends
wired and wireless part of the network, denoted as the . topology, and fails to estimate TCP band-
Interrllet gat?way. Conngct@n splitting can hide Fhe W'_rﬁfldth correctly in the presence of real-time traffic, such as
less link entirely by terminating the TCP connection PriQlop. Congestion control is operated by the general TCP

o the wireless link at the base station or access pOIQéheme, which is too aggressive for wireless multihops.
With this approach, the communication in wireless net-

work can be optimized independently of the TCP appli-
cations. However it requires extra overhead to maintah3 TCP and VoIP: Difficult coexis-
two connections for one TCP communication. It also vio-
. . tence
lates end-to-end semantics and complicates the handover

process. It is well understood from queueing theory that bursty

Link layer solutions: These try to make the wireless,affic produces higher queueing delays, more packet
link layer look similar to a wired layer from the perspeqpgsses and lower goodput. It has been observed that
tive of TCP. The most relevant and interesting proposgbp's congestion control mechanisms and self-clocking
is the snoop protocol [57]. A snoop agent is introducgfeate extremely bursty traffic in networks with large
at the base station to perform local retransmissions USB}dewidth-deIay products and causes long queues and the
information sniffed from the TCP traffic passing througfyelihood of massive losses. In addition, wireless multi-
the base station. Another link layer solution proposes QRgp, network traffic tends to have a self-similar behavior

scheduling with priority queues in the access point (Af§g) making it difficult to provide stable rates necessary
[51] to improve VoIP quality by placing TCP data in gq, \Ip.

lower QoS level. Fig. [31 shows the wired/wireless hybrid networks we

Gateway solutions: One way to address TCP pergonsider in this paper. A multihop extension carries traf-
formance problems within wireless networks is to evenfit: from wired Internet, or PSTN (through IP-PBX). The

space, or pace data sent into the multihop over an enffgitihop leg is where VoIP needs to be protected from
round-trip time, so that data is not sent in a burst. Pacifgp.

[58] [B9] can be implemented using a data and/or ACK

pacing mechanism. TCP-GAP 58] suggested congest@ré.l Bursty traffic

control scheme to reduce burst of TCP packets based on

estimating 4-hop propagation delay and variance of B understand the difficulties in supporting VoIP, we start
cent RTTs at the Internet gateway for wired-wireless hwith a short primer on VolP quality requirements. \VolP
brid networks. TCP-GAP scheme is relatively responsivtegffic is CBR, and for certain vocoders (G711, G729),
provides fairness among multiple TCP flows and betti#s quality can be estimated using packet loss and mouth-
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G729a MOS burst | VoIP | VoIP | WoIP Data Data

o 02 — ‘ ‘ ‘ length | calls | Loss | delay || Goodput| delay

g (%) | (ms) || (Kbps) | (ms)

o 0.15

g 1 5 0.92| 13 509 15

5 01 2 5 1.26 | 16 501 19

T 0.05- 3 4 | 144 17 495 23

§ 4 4 1.64| 19 488 26

E 0 MOS = 4.1 (iLBC' AMR) | = 3'81GSM EFR) 5 3 2.06 21 476 31

0 50 100 150 2( Table 3.1: VoIP statistics and data goodput as the bursti-

network delay [ms] ness increases; 5 VoIP calls and 550Kbps of data offered;

4-hops string topology, 12Mbps, 802.11a.
Figure 3.2: For certain vocoders, such as G729a, VoIP
quality (MOS-score can be computed as a function of )
loss and one way delay. Loss include packets lost in #§&net scenarios, when long delays can be present on the

network, and packets which miss their deadline becaus&rnet portion, even one TCP flow is expected to require
of jitter. windows much larger than 5 packets, and therefore pro-
duce even more degradation for itself and for VoIP.

H VolIP packet
TCP packet

a) Table 3.2: Max number of VoIP calls and TCP through-
put (Mbps) as the hop count changes, string topology, one
? channel, 12Mbps, 802.11a
o
“g B) E E Hops No.of | TCP Reason for
Gateway Node 1 Node 2 Node N p VO I P [M bpS] deg rad atlon
1 45 9.5 Contention
Figure 3.3: VoIP statistics and data goodput as the bursti- 2 23 4.9 Contention
ness increases; 5 WolIP calls and 550Kbps of data offered; 3 16 32 Contention, Interference
4-hops string topology, 12Mbps, 802.11a. 41 12 2.5 | Contention, Interferenceé
5 9 2.0 Contention, Interference

to-ear (one way) delay. Fig[—3.2 shows the values of _
MOS scorewith respect to network delay and total loss In th_e same topology of four hops we fry to establish
for 60ms playout-buffer and 25ms vocoder delay. For e\gy_hat kind of performance we can expect from each type
ample, in order to obtaiMOSscoreof 3.6 (comparable of traffic, and in combination. Running each of the four
to GSM quality), the network has to deliver all packets ilaops at 12Mbps, we can either support 11 VoIP calls, or

less than 160ms, or deliver 98% in less than 104ms (ﬂd?’SMbps Of_TCP’ a_s llustrated in Taple 3.2.
more details, see¢ [61]). For G.729a used in the rest ofHowever, if we mix 5 VolIP calls and 3 TCP flows, we

the paper, 3.9 is the maximum quality achievable, but \X%und that voice quality is below the minimum accept-
consider 3.6 to be “acceptable quality’ able MOS< 2) while TCP flows get a cumulative good-

First, we show the burstiness is the main cause of Peu—H of 615Kbps using a throughﬁmf 903Kbps. This

duced VoIP quality. To this end, we set up a string Wit?]howS that simply sharing the network fails to protect

. . . mg VolIP traffic, and also yields lower utilization. TCP
four wireless nodes, equivalent with the sequence M idi i dow-based | which d )
- MP6 - MP7 - MAPS - Client in Figuré31. Al these!S€S @ sliding window-base protocol which determines

. the number of packets that can be sent, and uses the re-
hops operate on the same channel. In this setup we exper-

iment with various packet patterns as shown in [Fig] z&giptof aCk.nOWIedgmemS to trigger the S(.andmg of pack-
s. The window used by a TCP sender is chosen based

In these scenarios we have the same mean offered ratee¥or_ _  th on in th « and based
data (550Kbps), but with different burst lengths. The ret ':\S view _O t, € congesbt||on n tbe n(fatk;Nor al? h as_e
of the capacity is filled by VoIP packets. on the receiver’s acceptable number of bytes. If the win-

. . dow size is too large, then the sender is allowed to inject
The results corresponding to different burst lengths are ) ) ]
. . . . ... moretraffic than the network can handle. Given a wireless
shown in table in Table—3.1. Virtually all quality indica-

ultihop network, there exists a TCP window si&é at
tors for both VoIP (loss, one-way delay) and data (googl P

which TCP’s bandwidth consumption is appropriate. This
put, one-way delay) suffer because of the increased burst P pprop

}a 1goodput = total bytes delivered by TCP receiver to the aptitia
ayer.

length. In fact, we can support 5 voice calls with 1 da
packet bursts, but only 3 with 5 data packet bursts. In In-2throughput = total bytes sent by the TCP sender.
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o

number depends on many conditions, including preseeréﬁ TCR fow 0"
of real time traffic, but the main point is that default TCE 2
algorithms are not able to discover thi&". The current .
TCP protocols do not operate arouM but instead typi- & '

cally grow their average window much larger. This results “c 5 1 1 % 2 @ % 4 & % °0 s 10 15 2 2 5 5 &0 % ©

5
Time [sec] Time [sec]
in VoIP degradation, or in low TCP performance if VoIP

VolP one way delay [sec]
°e2ogeogo
= N wo s

TCP congestion

traffic is not present[62]. g oo IGiY . ﬁ [\ minimum s6 ]
g 640 4 8 3 4
3.3.2 Behavior of mixed traffic A 1 <. ]
g o V 1 s 1

. . . . . 0 L I L L 1 1 T Y RO RO R B |
Continuing with the four hop scenario, we then mix these *© ** 2 % s s © © N

two types of traffic: five voice calls are started at the be-
Figure 3.4: Uncontrolled TCP has many drawbacks:

ginning of the experime_nt, and afte_r 10 seco_nds, th_rﬁl?ilt-in backoff mechanism of TCP reacts too late to pro-
TCP flows are started in parallel with the voice. Figect VoIP; Increased one-way network delay for VoIP; un-

[3:4 shows how VoIP quality is degraded as TCP wiif@irness between TCP flows; low total utilization.

dow size increases. \VoIP quality is shown in the low-

right of Fig[3.4, which starts dOSscoreof around 3.9 trol methods, that would leave TCP unchanged, but would
and decreases tdOSscoreof around 2.2 as soon as th?)olice or instrument traffic at the multihop gateway.

TCP flows with default window size 32 are introduced.

TCP flows initially go through the “slow-start" phase in-

creasing the number of packets in transit exponentiaﬁ"y,d"o'1 TCP Reno

which means every ACK packet triggers twice as MUgs i the traditional algorithm in most operating sys-
data as it acknowledges. After reaching the congestign, s c\,rrently deployed, and we consider it as a base case.
threshold, TCP switches to linear rate increase to Maifrp Reno defines four key mechanisms: slow start, con-
tain high goodput without causing congestion in the COaéstion avoidance, fast retransmission and fast recovery.
gestion avoidance phase. These two alternating phasefe 'siow-start phase, the congestion window grows
produce the well known saw-tooth pattern shown in ”é‘?(ponentially increasingwnd by 1 with every acknowl-
upper left of FigL3}4. In the lower-left of Fig. 3.4, we segyement, until a timeout occurs or a duplicate ACK is re-
an additional disadvantage that is wireless specific: {0gyeq. The latter implies that a packet has been lost and
self-interfering nature of the wireless multihop, coupléglis signals that the sender transmits packets faster than

with well known 802.11 unfairness issues|[63] causes §fa network can handle. Congestion control algorithm is
vere unfairness between the TCP flows. In the top right of . § 1o siow down the transmission rate

Fig. [3.4, we trace the delays experienced by VOIP packy 4 congestion avoidance phase, the sender grows its

ets of one of the flows during the same experiment: dH/?ndow linearly assuming that the sending rate is close

to TCP packet bursts and large packet size, network ?8 ‘the bottleneck capacity, until it detects a packet loss
lay jumps from 10ms to about 250ms mosly due to extgﬁ a timeout. Reno also includes a fast retransmit and

wait in the queues. This is the main driver of reduced . . . . .
. . _ feécovery mechanisms which make it possible to quickly
voice quality, as large queues and 802.11 retries Iarg?@éover lost packets

cover most network losses in this example.

) ] 3.4.0.2 TCP Vegas
3.4 Candidate Solutions

TCP Vegas was introduced with the idea that it is more
It is clear from the previous section that VolP and TCé&fficient to prevent congestion than to fix it. One of the
cannot simply share a multihop network without expergore features of Vegas is thall changes are confined
encing severe reduction in TCP capacity and voice qualitythe sender sideincluding loss detection, estimation of
degradation. We first consider the various enhancemehts available bandwidth, and the new slow start behavior.
to TCP proposed by the research community in the rEhese modified mechanisms use observed delay to detect
centyears, namely: Reno, Vegas, Westwood, CUBIC, aal incipient stage of congestion and try to adjust the con-
Compound TCP (C-TCP). Then, we look at external cogestion window size before packets are lost. Thus, Vegas
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attempts to determine the correct window size without re-
lying on packet losses.

acceptable quality

3.4.0.3 TCP Westwood

TCP Westwood enhances the window control and backoff
process. Westwood relies on end-to-end rate estimation.
The key innovative idea is to continuously measure at the
TCP sender the packet rate of the connection by moni-

VolP MOS Score

toring the rate of returning ACKs while trying to find the
bandwidth estimate which is defined as the share of bottle- T T T T T o T

neck bandwidth available to the connection. The estimate 1200 = o Weshogas # 1

is then used to compute congestion windownd and g 1000 EEJTEE;IS 2]

slow start thresholdsthreshafter a congestion episode, 21 800 - ]

that is, after three duplicate acknowledgments or a time- § 600 |- ]

out. Westwood is a sender side modification of the con- § 400 1 _ ]

gestion window algorithm aiming to improve the perfor- 200 1 = ]

mance of Reno in wired as well as wireless networks. 0 '1 '2 '3 '4 ;3 '6 I7 '8 ; 10 11
However, the available bandwidth estimation algorithmis VolIP calls

complex and may not be able to follow the rapid changegyre 3.5: Upper: VoIP quality with different variants
in a hybrid wireless network. of TCP; Lower: TCP goodput. TCP variants are too ag-

It fully complies with end-to-end TCP design princigressive and use all available bandwidth, reducing voice

ple. Whenever a Westwood sender detects a packet I%ggllty. However, W'th. more voice calls TC'.D experiences
more packet loss, which leads to retransmissions and fre-

that indicates a timeout has occurred or that three dUQﬂjent slow start phases.
cate ACKs have been received, the sender estimates the
bandwidth to properly set the congestion window and the

slow start threshold. Westwood avoids overly conservtzg—e elapsed time siThis is the preferred algorithm in the

tive reductions otwndandssthresh The available band- newest Linux kernels (after 2.6.13).
width estimation algorithm is complex and cannot follow

the rapid changes in a hybrid mobile network. 3.4.0.5 Compound TCP (C-TCP)

With the idea that pure loss-based or delay-based conges-

tion control approaches that improve TCP throughput in
TCP CUBIC [64] was proposed to address the unddyigh-speed networks may not work well, this algorithm
utilization problem due to the slow growth of TCP conis designed to combine two approaches. C-TICP [65] can
gestion window in high-speed networks. The windowapidly increase sending rate when network path is un-
growth function is updated with the elapsed time since ther utilized, but gracefully retreat in a busy network when
last loss event, so that its growth is independent on nkséttleneck queue grows. C-TCP is the algorithm included
work delay. This means the sender is allowed to put mosth Windows Vista and Windows Server 2008. However,
packets without long waiting for the acknowledgementsie to the loss-based component, CUBIC and C-TCP are
in a network with large bandwidth delay products, prolot designed for high-loss wireless paths.
ing the bottleneck bandwidth quickly. CUBIC has been What is true for all TCP variants is that data packets ar-
used by default in Linux kernels since version 2.6.19. rive at the receiving host at the rate that the bottlenedk lin

Its window growth function is based on the elapsedill support. A TCP sender’s self-clocking depends on

time since the last loss event independently of RTihe time spacing of ACKs being preserved end to end. Jit-
The congestion control algorithm of CUBIC increasintgr introduced in network queues misleads the sender into
sender’'s window aggressively. and the fast responsepushing more data than the network can accept. Cumula-
fast long distance networks The window growth functiative acknowledgement or ACK compression may cancel
of CUBIC is updated in a real-time so that its growtthe spacing of the ACKs and result in bursty traffic with
is independent of RTT. by a cubic function in terms & high risk of high peak rate beyond network capacity. A

3.4.04 TCP CUBIC
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single ACK can acknowledge several thousands of pack-
ets, opening up the window in a large burst.

We compared these five TCP variants with respect to
their capacity to coexist with VoIP and utilization of the
multihop. Fig[3.5 shows that all TCP variants fail to pro-
tect VoIP in a simple shared environment. Most of the
time, they simply increase TCP goodput with large win-
dow size. Vegas exhibits both a better VoIP protection
and utilization of the multihop links, due to its balanced

congestion control in low number of VoIP flows. Surpris-

. . . e Figure 3.6: VoIP quality degradation with 3 TCP flows,
ingly, Westwood, which is designed specifically for IOSS\X/ith and without service differentiation. Maximum num-

links performs worst on both measures, wasting half of thg, f calls are values from Talle B.2 repeated for refer-
capacity on retransmissio%‘g‘l’i—;‘ﬁt ~ 0.5 (not shown in ence.
the figure).
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it with maximum possible values listed in Talile]3.2. For
3.4.1 Policing TCP traffic 1 hop, the maximum number of VoIP calls is around 45,

. o however with TCP traffic, it is reduced to 4 calls. In case
In fact, an even more likely situation is that none of thef than 3 h it b i
. . more than 3 hops, it becomes even worse — no voice
TCP endpoints can be controlled because upgrading T%P P o
. : . calls are supported. The throughput of lower priority TCP
is unfeasible or undesirable for other reasons. Even en-

6.3Mbpsin th f high iority VoIP calls (1
hanced TCP endpoints cannot possibly protect Wirelelgs psinthe presence of higher priority VoIP calls (

. . hop, 3 TCP flows, 7 VoIP calls supported).
multihop networks in the path. We therefore explore other P PP )
methods to enable the coexistence at the gateway into the

wireless multihop. Policing of TCP traffic can be per:f"d"l'2 Window resizing

formed using classical methods such as priority qUeURSP pandwidth discovery operates from the sender, and
and traffic shaping, or by instrumenting TCP packets gnnot be easily manipulated. The advertised window of
manipulate receiver's advertised windoand. Any of  {he receiver however, can be instrumented in the network
these methods has the goal of reducing the amount or {§geflect the actual bandwidth available in the wireless

shape of the TCP data pushed into the multihop. network. In concordance with previous studies, we found
that limiting TCP sending behavior has beneficial effects
3.4.1.1 Priority queues even in the case when only TCP traffic is present in the

. . - network. In order ntrol TCP sending r with
One solution to harmonize VoIP and TCP traffic is the usgt 0 order to control TCP sending rate without

. . . . modification of TCP endpoints and maintain end-to-end
of priority queues. We simulated priority queuesis2 _ difv the adverti i dow i H
allocating the highest priority for VoIP traffic in all nodessemanncs, we modify the advertisement window in eac

We found that only 20% of the voice capacity can be use'%?_K packet at the gateway (G in figure B.1). Thls me-thod
0Ilrrénts the total number of TCP data packets in transit be-

and only for one or two hops. For cases of three or m ]
oo tW{een the end points. If the gateway changes TCP ad-
hops, priority queues are not able to support any amoun

of VolIP traffic. The reason is that priority queues, or evé/r(]ertlsement window based on the network status, TCP

. hrough n limi | i ntr int. B
802.11@ cannot protect from interference generated tv&o oughput can be ted close to its entry point. By

. keeping the window size small r \OIP, retrans-
or three hops away. On the contrary, this approach eveerﬁap g the dow size small to protect VoIP, retrans

increases packet burstiness while building up TCP packg}§3|0n and fairmess problems among TCP flows are also

. . relieved.
in the queues. These localized approaches cannot prowc!e

solution to a global problem of hidden terminals interfer- As shown in Figuré 314, default TCP behavior does not
. discover the proper W* and generally pushes too much
ing across several hops.

. . ata. If the knowledge of optimal W* is available, the
Figure[3.6 shows the number of voice calls that can gg - g | g _ d modifv the ad
. , r rsin wir main modi -
supported in the presence of TCP traffic, and compareegle outers } the -e €ss domain cou odify the a
vertisement window size of TCP ACK packets, an op-
802.11e uses multiple queues for downlink traffic, and peefial o ration transparent to TCP applications. This window-
contention parameters for uplink traffic in order to offeiopity to QoS

traffic. controlled TCP traffic does not produce more data pack-
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Figure 3.8: Maximum number of VoIP call supported
) ) . when TCP advertisement window size is instrumented to
ets than the path capacity which the network is able f@qyce TCP share. The actual window needed is depen-

support, allowing VoIP packets to be transferred withitent on configuration: number of hops, number of TCP
the delay and jitter budget. Figure B.7 shows the arcRWS, RTT.
tecture of window resizing mechanism. Gateway node G

peeks into all TCP ACK packets to modify TCP adver- ATy
tisement window field such that VoIP traffic can at least }W“mpaw
have a proper share of the bandwidth. TCP data passes
through G untoucheddow to harmonize the window size 3
with VoIP?In Figure[3.8 the maximum \VoIP capacity is ‘
shown with solid bars. The patterned bars indicate the
VoIP capacity with the window limitation feature. While

the actual result is dependent on the characteristics of the TCP flows TCP flows

network simulated, the trend shows that smaller windgwigure 3.9: TCP data pacer: each flow may be shaped
sizes bring more benefit for VoIP support and even fgrdividually for fairness, but the total TCP traffic should
TCP traffic itself in case of no VoIP traffic. With 3 TCPaISO be shaped to make it VoIP friendly.

flows, optimum window size (number of unacknowledged

packets) is one or two. As the window size increasgg,send. One way to understand the impact of pacing is to
the number of TCP packets in transit gets larger, and ¥@hsider burstiness from network delay, jitter and packet
timely delivery of VoIP packets is affected. TCP clientgyss perspective. With bursty traffic, packets arrive all at
with large default window size (64KB in Linux 2.4, 47KBgnce at the gateway. As a result, queueing delay and delay
in ns-2) consumes almost the whole bandwidth allowingter of VoIP packets grows linearly with TCP load due to
only 5 VoIP calls to be supported even in a single hQgrge packet size, even when the load is below capacity.
network. Itis clear that smaller windows are more benefirom the viewpoint of TCP, 802.11 links which support
cial than larger windows, and this is a consequence of {}§p traffic seem to have large capacity left for TCP data.

fact that TCP's share of the wireless medium needs toiis ignores the interference side effects that are felt sev
reducedI[62]. Unfortunately, this solution does not seegpa| hops away from the link in question.

scalable with the number of TCP flows.

Internet

20+

15-
Figure 3.7: Window resizing: gateway modifies TCP ad-

vertisement window size in the TCP ACK packets ac-
cording to the traffic in network. TCP data packets pass
through unchanged, but the server across the internet
pushes less data as for a slower client.

10

Supported number of VolIP calls

hops

TCP data shaper shown in Figlire]3.9 evenly spaces data
packets sent into the network for each TCP flow as well
as for multiple TCP flows. TCP shaper first calculates the
One problem that is not solved by window resizing is théair shareR; for each TCP flow from the total share for
of packet bursts. TCP pacing promises to reduce burdi=P. Data from each TCP shaper might still create burst
ness of TCP traffic and alleviate the impact of packet log&ickets, and to handle this, there is one more pacer with
network delay, and delay jitter of VoIP traffic. TCP pacinggte R for all TCP flows. This policy enforces fairness
evens out the transmission of a window of packets badegiween TCP flows, but other policies or priorities can be
on a shaper parametBr After a packet of sizekt_size used.
goes out in the air, the next packet is scheduled no earlietn Figure[3.1D the performance of the TCP data shaper
than p—“ﬁSi—ze. The gateway chooses a r&éased on the is compared with the basic case. Although it supports

3.4.1.3 TCP data/ACK Pacing

network status to determine how much to send, and wherower number of voice calls, the token bucket offers
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when TCP data is policed with a shaper: it scales better to o orolm Gale

higher number of hops, and it provides reasonable utiliza-

tion. Figure 3.11: Shared capacity with VolP and TCP us-
. ) . ing data pacing, ACK pacing, and window control. All

some pr.otectloln to VoIP traffic. The d.lsadvantage of thrlﬁethods are bounded by the nominal capacity of the net-

method is that it may allow some unfairness when seveyadrk. Window resizing reduces total number of retrans-

TCP flows are shaped together along the same path.migsions, which leads to a higher TCP goodput compared
addition, buffer overflows at the gateway due to capachy dat&/ACK pacing

fluctuation will cause drops, unlike the window resizing

solution. However, the main advantage is that it works,qipaq setup: We implemented TCP data pacing and

with higher number of hops, and does not require instiyn o\ control in an 802.11a test-bed using Atheros

mentation of TCP packets. based cards using the madwifi driver under Linux. The
In our measurements, the pacer offered protection{Q ned consists of 5 nodes spread over the floor of a

VoIP at the cost of sacrificing available bandwidth f°r5uilding such that a string with appropriate combination

retransmissions. While providing benefits such as smafl contention and interference is created. In particular,

buffer size at the pacer, ACK pacing may fail to preveRf,jes that are two hops apart are out of communication
bursty data packets which results in low TCP performan%ge, but within carrier sense range. Nodes three hops

and degradation of VoIP quality. The disadvantage of pagsart are out of contention range but within interference
ing is that buffer overflows at the gateway due to capacilynqe  First and last nodes are outside contention and
fluctuation will cause packet drops and increase queuejRgrference range of each other. This particular setup
delay. The increased queueing delay easily causes TGByres a variety of situations that is likely to be en-
retransmission timer to expire, which results in retranss ntered in indoor 802.11 networks - both WLAN and
mitting the packets already transferred to the receiver, YRultihop. An additional reason for aiming at a interfer-
like the window resizing solution. However, the main adsyce/contention ridden setup is that without interference

vantage is that it works with higher number of hops, aRgcjess networks would behave much like wired net-

does not require instrumentation of TCP packets. works, in which more traditional methods of separation

of traffic are available.

3.4.2 Window resizing vs. pacing Communication range was verified using icmp traffic.

In this section, we examine in detail which of the tw&arrier sense range of two nodes was verified using broad-
candidates is more appropriate to protect voice traffic af@st traffic at maximum capacity from both nodes. If the
provide better utilization of the multihop. For voice em@mount they put on the air sums up to 100%, they are in
ulation, we generated and analyzed flows of 50 packégsrier sense range. If they outputatotal of 200%, they are
per second, 20 bytes per packet in each direction that it deferring to each other. Interference relations are ver
ulate G.729a traffic. The reason for using this type 8fed by running triplets of source, destination and inter-
traffic is that most VoIP SIP phones (Zyxel, Utstarconférer, with the interferer outside the carrier sense rarige o
Netvox) support it, and can be evaluated using the |d§€ source. An actual interferer would reduce the through-
and the delay measured in the network (Figuré 3.2), withut between source and destination. For more details on
out employing waveform analysis such as PESQ. In oW to measure carrier sense and interference conditions,
experiments, G729a like traffic is considered supportecsfe [66].

it achieves a quality better than MOS=3.6. Network utilization with TCP and VolPin Figure[3.11,
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while maintaining the VoIP traffic at the speed dictated by
the load. We see a general reduction in utilization, but the
difference between the two methods is smaller, as well as

wind

jow control X
shaping + 150ms B

the dependence on the number of TCP flows.

If TCP traffic terminates across the Internet, connec-

TCP throughput [kbps]
o
8
8

tions with high bandwidth-delay product might still re-
quire a large window in order to achieve the desired TCP
throughput. Consider the example when the optimal win-

0 1 2 3 ) 5 6 7 8 9 10 11

TPt dow size isSW = 2 on a 4 hop topology: 6 calls are being
Figure 3.12: TCP data pacing scales better with numisaipported, and a remaining bandwidth of 600kbps can be
of TCP flows, and with TCP internet delays. used by TCP wheRT T = 2 x 8 x 1500/600000= 40ms

across the multihop, according®¥ T= g4 When
look at h TCP and VolP h th §|in internet delay of 100ms is included and TCP faces an
we look at how and VoIP can share the avaijl- . .
_ : ) RTT=140msend to end, in order to achieve the 600kbps
able bandwidth using window control and data/ACK pac- . : . S
available, a windowV = 7 is needed, which is larger than

o t%e optimal window size. While achieving the job of lim-
calls from 1 to 11, and attempted to maximize the TCP

h hout while still maintainind0S. 361 iting the data in the wireless striny = 7 also allows
roughput while still maintainin scoreof 3.6 for ) .
ganp o bursts of 7 packets of 1500 bytes, thus disturbing VolP

the VoIP traffic. While all three control methods achievf(f . .
i flows. The window control is not able to prevent packet
some amount of sharing between the two types of traffbc,

) ) o purstiness with many TCP flows, but even for even one
the window control attains better utilization. The bene]?t _ .
R ) ) low, when the delay is large. We conclude tehtping
of TCP policing is visible even without VoIP traffic when . . .
) _ o _ . Ismore robust against varying conditions such as num-
plain TCP wastes capacity on retransmissions ach|evmg a . . .
er of TCP connections and increased internet delay,
lower goodput.

although it comes at the cost of slightly reduced utiliza-
Scalability with respect to number of TCP flows angh, especially in the case when there are few TCP flows.

amount of internet delay: From previous experimentsycp window control has the potential to achieve better
we can conclude that while all methods can be used,ffization, but is more sensitive to external conditiosts,
control TCP rate, with the window control having a slight requires a highly dynamical behavior that depends on
advantage by providing higher utilization. We then expggaq  delay, and number of connections. In addition, it
imented with increasing number of TCP flows and found qyires instrumentation of TCP traffic, which can be un-
that window control cannot support more than 11 TCGlgsjrable for high speed implementation, or when trans-
flows when 3 voice calls are present as it requires a W}Sbrting encrypted traffic.

dow size less than 1 packet. When using internet delayBoth methods examined have a straightforward appli-
of 150ms(RTT), the required window sizes are larger, b&ﬁtion only when the wireless capacity is fixed. In reality,
only 15 TCP flows can be supported due to the same MRk capacity is highly variable depending on a multitude

Sons. of factors: number of hops and their configuration, the
We now look in more detail at the effect of larger numamount and type of interference, the actual capacity of

ber of TCP flows and of internet delay (Figlire 3.12). Firséach hop, the amount of voice to be served. To support

we inject between 1 and 10 TCP flows over a fixed voia®IP under varying conditions, the basic policing tools

load of 3 voice calls. As before, the goal is to maintain axamined here should be used in conjunction with meth-

MOSscoreof 3.6 for these three voice calls, while maxiods to dynamically estimate available bandwidth in real-

mizing the throughput of TCP. The curve labeled 'windoyime.

control’ in Figure[3.IP shows the degradation caused by

the excessively small TCP window required. The shaping

method is more immune to the amount of TCP flows, b@.5  Voice Adaptive Gateway Pacer

has a lower utilization when there are few TCP flows. An-

other interesting aspect is when TCP flows are terminatddving established that pacing is an appropriate method

across the internet, incurring additional delay. We addg&xicontrol TCP in a shared network in Section 3.4.1.3, the

150ms one way delay to the TCP traffic in our testbeguestion is what data rate should TCP get? We can di-

ing. On the horizontal axis, we increased the number
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vide bandwidth statically between the voice calls and the Volp Gateway N
i i : - [—— r
amount of TCP, but the static bandwidth sharing causes —<222TeF | { e
From Internet TCP DATA

+VolP

poor network utilization when usage is low for TCP and or IP-PBX

high for VoIP or even fails to protect voice in case of poaite server e “oee TCP Client
mprovement rotection

wireless link. In reality, the capacity is highly variable-d voip client Yodule Hodde VolP client

pending on a multitude of factors: network topology and oAk v PRI

. . . , R e

its configuration, the amount and type of traffic, the actual — | From Mutihop

To Internet

TCP

capacity of each node, the amount of voice and other traf- ~ orIP-PBX ACKs

fic to be served for each node. The method we propQsgyre 3.13:VAGPfunctionality installed in the gateway
—Voice Adaptive Gateway Paceises the existing voicemonitors both VoIP and TCP traffic. It controls TCP send-

traffic as probe traffic to estimate the rate that can be giviéd rate based on the current estimation of VoIP qual-
to TCP: ity. Voice Protection Module adjusts TCP data sending

rates based on measured voice quality. TCP Improvement
Module eliminates redundant packets which were reached
to the destination and retransmits the dropped packets in-

N . . .
Rrep(t) = ZRTCPi(t) _ (RTcp(t —1)+ Radj(t)) (3.1) dicated by the duplication ACKs
i=

The bandwidth for TCP flows can be estimated by meaain functions: to tame the bandwidth discovery nature
suring the average of number of bytes transmitted over ¥ghe TCP at least for the wireless multihop portion mak-
interface,Rrcp(t — 1), adjusted withRy,gj, the variation ing the TCP friendly to VoIP traffic, and to maintain high
of VoIP quality. The adaptive transmission r&ecp for utilization. These functionalities are implemented in two
TCP bandwidth computed by the multihop gateway is arodules that monitor/control both the voice and the TCP
located to each TCP flow following a bandwidth sharingueues.
policy. The period of adjustment and the time scale used
to measure the rate depend on the estimated round 5!%,1 \oice Protection
time and the changing ratio of the voice quality. A ba-
sic approach to allocate the bandwidth would be to me&s shown in Figurg 3.13, Voice Protection Module (VPM)
sure the maximum achievable bandwidth, and to caldfionitors the network parameters of VoIP traffic, includ-
late the target bit-rate of the different flows according 189 network delay, network loss, and jitter loss. VPM cal-
the weights assigned to each flow by the bandwidth sheilatesMOSscoreof the monitored VoIP and estimates
ing policy. This policy is outside the scope of this paghe bandwidth portion of TCP traffic. It then translates
per, and we use fair sharing for the rest of the expefite available bandwidth into a TCP sending rate for each
ments/simulations. TCP flow using a bandwidth sharing method (i.e. fair

In order to smooth out TCP burstiness either for flowsare). Algorithni 3]1 briefly shows hoWAGP works.
with a large BDH which have intra-flow burstiness, or fort estimates the bandwidth portion for TCP traffic with
other flows which may show inter-flow burstiness, raffe measureMOSscorewhich is classified using three
based traffic control is necessaryAGPis designed to thresholds for triggering TCP rate adjustment: good, fair
reduce TCP packet bursts by releasing packets smoofilgl poor. TCP rate is adjusted either by a modest amount
into the network rather than in bursts. With long end-td% O aggressivéagg, depending on how much current
end delays, TCP application tends to inject enough padRice quality is different fronQrair.
ets to fill high BDP paths [67]. With wireless multihops
this creates congestion, and drops in the multihop p@-5 2 TCP Improvement

tion require retransmissions, which reduce overall w@tiliz
tion. The method we propose controls the data trad@Algorithm3.1, VPM limits TCP share of the bandwidth

mission rate and dynamically adjusts the parameters fafavor of VoIP traffic. However, it may cause TCP per-
the actual TCP sending rate to consume residual bafffmance degradation due to queue overflow at the gate-

width while keeping good VoIP qualityVAGP has two Way or frequent TCP timer expiration at the sender while
waiting too long for ACK delivery. TCP retransmission

4Bandwidthxdelay product (BDP) refers to the product of a datﬁmer expiration may trigger unnecessary retransmission
link's capacity and its end-to-end delay (sometimes tha tiak’s ca-

pacity times its round trip time). for packets in one of the following situations: 1) waiting
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Algorithm 3.1 voice Protection Module Algorithm 3.2 TCP Improvement Module
\oice quality parameter€)yood, Qtair» Qpoon for all received TCP packetio
TCP rate adjustmen8, Aqgg; if packet type == TCP Datihen
for all VoIP flowi do readseqfrom TCP header
MeasureMOS-score if seq<= highest seqthen
end for Drop it (Redundant Retransmission Drpp
for all TCP flowi do else
if MOS-score> Qqoodthen send it to TCP Queue
R <= R_1(1+ Aagy); end if
else ifMOS-scoree [Qtair, Qgood) then else ifpacket type == TCP ACKhen
R <R_1(14+A); readseqgfrom TCP ACK header;
else ifMOS-score€ [Qpoor, Qtair) then if duplicated ACKthen
R <R_1(1-A); retransmit TCP data witkeqg+ 1 (LR);
else ifMOS-score< Qpgor then else
R < R-1(1—Aagg); updatehighest seq
end if end if
end for end if
wait(period); end for

in the queue at the gateway for the multihop access, 2) pesblems, we use an adaptive queue-aware window con-
ing delivered over the multihop network, and 3) alreadyol algorithm to minimize the queuing delay and buffer
arrived at the destination. These retransmissions wastquirement at the gateway. When the multihop is bottle-
the multihop resource and decrease both VoIP and T@&cked, the queueing and network delay are much larger
performance. Because of larger packets, TCP also suffiran the ones in the wired part:
higher packet drop ratio, which decreases the number of
packets in the path, which finally results in poor perfor-
mance in high BDP networks. i (t) + Mi(t) < min(awnd(t),cwnd(t)) (3.2)

To fully utilize the space left by voice traffic, TCP Im-
provement Module (TIM) uses two mechanisms — Iocéit an arbitrary time, let us denote the flow queue length
recovery (LR) and redundant retransmission drop (RR[?J. the gateway asj(t) and the number of packets in de-
Algorithm[3.2 outlines the functionality provided by thesg\/ery over the multihoprhax sent seq- highest ack) as
two procedures. When a duplicate ACK is received, LMi-
retransmits the lost packet to the destination eliminatifign -2 represents the maximum number of packets in

the delay of the packet transmission all the way from th@nsit which are clearly smaller than TCP sender’s win-
m,mv size. One can also see the queue length can be con-

We use subscript i to index the connections. Inequa-

sender. Packets with lower sequence number lower t

highest seqare dropped by RRD to prevent unnecessa‘ir)(?"ed by modifying the advertisement windawndin

transmission of packets already at the destination. e ACK packets. In the queue-aware window control
management, we use the downstream queue legjdth
to represent the queueing delay. The basic control strategy
3.5.3  Queue Management for the queue management is as follows: 1. TIM reduces
Instead of transmitting packets immediately upon rece®¥ndto dmin+ M; as soon as the queue length exceeds a
of TCP data, TIM delays transmitting packets to spre#ltyesholdgmax i; 2. TIM increaseawndto gmax i + Mi
them out at the rate controlled by VPM, causing a invhen the queue length falls below a threshgh i, here
creased queueing delay, which results in long RTT at thi@in_ i < Omax i; 3. if TCP bandwidth becomes 0, TIM
TCP sender. Queueing delay increases linearly until tieslucesawndto O to freeze all timers at the TCP sender.
number of packets reaches to na@nqd, cwnd). The lo- Otherwiseawndwill be set to I 7Amn L (1), We
cal recovery mechanism 6fAGP requires more delay US€min_i = 2 anddmax i = 6 which is a reasonable choice
while the lost packets in multihop are recovered by I¢e obtain low queueing delay while preventing buffer un-
cal retransmission. With no packet drops and little federflow.
timer expirations, TCP sender may generate more packet$his strategy is shown to reduce the queueing delay
perceiving the multihop as a large BDP network, whiolhile keeping minimum number of packets - low queue-
increases queuing even delay further. To address thexg delay, as well as preventing the underflow of the
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Algorithm 3.3 Queue-aware window control operation hop Reno TCP-GAP vaGp
|f qi (t) < Qmin i then cnt VolP TCP VolP TCP VolP TCP
awnd«— Oman i + M; (t) 1 0.9 2596 2654 | 3.9 2587 2645 39 2587 2634

else ifgi(t) > gmax i andRi(t) >0 then

2 13 1070 1312 31 997 1189 3.6 750 791
awnd<— Gmin_j + Mi(t)

else ifgi(t) > q;ax_i andRi(t) == 0then 3 19 552 869 | 23 545 853 | 37 | €64 705
awnd<« 0 4 25 | 309 558 | 33 | 287 509 | 37 | 325 374
else
awnd ¢ dmaxiAmin i\ (¢)
end if

Table 3.3: Average VoIP qualityMOS), TCP goodput
and throughput(Kbps) with the 70% VolP traffic and 30%

queue. Our in-depth simulation results have shown redd&P; Internet delay = 30ms.

tion of RTT from 3 seconds to 310 msec in case of 4 hops

in Table[3.3 while the same TCP goodput and voice quakross widely different patterns and conditions. They are
ity are achieved as the one without queue managemienfact tuned to maintain the target MOSscore=3.6,

strategy. rather than specific to the topology and conditions.
In Table[3.8, we see thatAGP significantly outper-
3.5.4 VAGP evaluation forms TCP-GAP with respect to the basic premise of iso-

lating the voice traffic. Using Reno, TCP traffic occu-
In this section we evaluatéAGP for the voice quality e the entire available bandwidth at cost of VoIP quality,
achieved, TCP goodput (data rate seen by applicationgile both flows in TCP-GAP share the available band-
and TCP throughput (data rate used by TCP). The diffGfqih giving a larger portion of the bandwidth to TCP traf-
ence between the latter two is due to losses in the wirelggsyhich results in poor voice quality. In case of 4 hops
multihop which lead to TCP retransmissions. running 7 voice calls and 3 TCP flowsAGPachieves the

String Topology: we first consider the simple stringigir share MOSscore= 3.7 and 325Kbps TCP goodput,

topology with both TCP and VoIP being transportéghile TCP-GAP allocates more bandwidth to TCP, which
across the same four wireless hops through the gatewgyyits in poor voice qualityOSscore= 3.3. In fact,
Gin Fig. [3.1. The TCP data originates across the IntejaGpalso achieves a higher aggregate goodput than TCP
net, on a node labeleglerver and is sent a wireless clienireng and TCP-GAP. Thus, more VolIP calls can be sup-

attached to the access point labeMAP8. \oIP traffic ported using/AGP, when TCP gets an optimum share of
may originate in the PSTN network, but travels across th pandwidth.

same four wireless hops through the enterprise IP-PBX

to/from another client attached {dAP8. VAGP func- ©
tionality is added at the gateway no@e All the wire- sl
less links operate with 802.11a at 12Mbps. This is a good
example of multihop connectivity in enterprise networks
which use PSTN/IP-PBX for VoIP traffic and Internet for
TCP traffic. G.729 codec produces 50 packets per sec-
ond of 20 bytes each in each direction. We measure all o

L L L L L L L L L
20 0 20 40 60 80 100 120 140 160

the VoIP characteristics (delay, jitter and packet loss) co Time (ec)

tributing toMOSscore and TCP goodput achieved uSin?ﬁigure 3.14: Comparison of TCP Congestion window be-
Voice Adaptive Gateway Pacer tween TCP-GAP anAGP, in case of 4hop in Tab[e3.3
VPM monitors VoIP quality of the voice traffic froi@, Figure [3.1% shows tha¥AGPs congestion window

which is the entry point of the TCP flows and evaluatégeps increasing constantly, while TCP-GAP’s fluctuates
the MOSscoreperiodically. For these experiments, thever time, although around a low value. The path is never
parameter values which are used @goq = 3.9,Qrair = perceived as congested WMGAP, and TCP’s share is
3.7, Qpoor = 3.6, Qchoke = 3.3 for VoIP quality andRy00q  reduced due to pacing and possibly increased RTT. Being
= 5%, Rtair = 3%, Rpoor = 10%, Renoke = 50% for TCP designed to operate over 4-hops, TCP-GAP shows poor
rate adjustment. These values are somewhat conservaigdormance within less than 4-hop topology. At 4 hops,
to preserve voice quality, as drops are inevitable at sudd&xGPproduces a slight increase in RTT, but with a lower
changes in channel conditions or traffic patterns. But, standard deviation as shown in Table] 3.4.

we will show in the next experiments these values workIn summary, for the string topologyAGP im-
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Figure 3.15: Tree topology: downstream TCP flows are time [s]

set up between wired servers (not shown) and leafs. VolP

sessions are set up between IP-PBX (not shown) and e5re 3.16: TCP uses the residual bandwidth while VolP
leaf. Performance shown in TalileB.5 quality is kept high, 5 calls 1 TCP over 4 hop string topol-
ogy, G729a, 12Mbps, link capacity between MP6 and

MP7 varies from 12 Mbps to 9 Mbps during 40s - 70s,
| RTT(mS) ” Reno| TCP-GAP| VAGP | 12 Mbps dur_mg 70s - 100s, 6 Mbps d_urlng 100s - 130s,
ean 542 88 312 12 Mbps during 130s - 150s. The vertical bars represents
h iati f TCP
~ 571 509 100 the standard deviation of TCP goodput

Table 3.4:VAGPreduces variation in roundtrip time. Thist_ {000l depicted in Fi 1 to show fai
corresponds to 4 hops topology in Tablel 3.3 string topology as depicted in Fig._8.1 to show fairness

between TCP variants under the controlMfGP. Run-
ning 5 TCP flows consisting of five TCP variants between

provesboth VoIP performance and network utilizationred server and MAPS and 5 VoIP calls between PSTN
good put
(throughpug'

and MAP8, we see th&tAGPworks well with any type of

Mixed flow sources/destinations: We consider the TCP. A fair share of around 20% is maintained between
case where three VoIP flows and one TCP flow originafe P flows while 5 VoIP calls are supported with an ac-
in the wired domain and end at MP6, MAP3, MP7, angeptable quality oMOSscore= 3.8 (Tabld3.5).

MAPS8 respectively. Results are summarized in the ﬁrStDynamic Bandwidth Estimation: in this experiment
row of Table[3.5. using the same string topology as depicted in Figl. 3.1, we
Tree Topology: as a more complex topology, we converify the capability ofVAGP to support VoIP together

sider a tree which consists of seven nodes placed in a tfggh TCP flows when the actual capacity of the multi-
two hops deep, with the gatew&y is positioned at the hop link is varying. The timeline in Fig_3.16 shows how
root of the tree as shown in Fig._3]15. When run sepgaGPadjusts TCP bandwidth consumption for one TCP
rately, this topology can support either 2 VoIP calls p@low while keeping good VoIP quality for 5 VoIP calls
leaf, or 3199 Kbps of aggregate TCP goodput in casewien the capacity of a 802.11a link fluctuates. On the
3 TCP flows per leaf node. If we mix 1 VoIP call anthorizontal axis, we have time in seconds, the top graph
3 TCP flows for each lealyAGP gets less goodput thanshows the voice quality, while the bottom graph shows
TCP-GAP, but VoIP quality is maintained above M®S  the TCP end to end goodput. The bitrate of the link
score=3.6 required (second row in Taljle B.5). between nodes MP6 and MP7 is changed in the follow-
VAGP with TCP variants:  we consider the sameing sequence: 12Mbps-9Mbps-12Mbps-6Mbps-12Mbps
at times 40s, 70s, 100s, 130s. This emulates the behav-
Topology TCP-GAP VAGP ior of a rate adaptation algorithm, or simply the variation
VolP | TCP VolP | TCP in capacity of an indoor wireless channel. VoIP maintains

String -4 hops|| 2.6 | 437 732| 3.7 | 309 346| averagelOSscoreabove 3.6 for all calls during this pe-
Tree-2depth)| 1.1 | 9851125 3.8 | 416463 ind.

Quick Responsiveness: looking at the detail of the
Table 3.5:VAGP performance compared with TCP-GARimeline around 100s, we can see h9&GP swiftly re-

with mixed flow destinations: string and tree. Columng,ces the TCP shar@ in order to protect VoIP. After

show MOS score for voice, goodput and throughput for . .. _ . . .
TCP.VAGPachieves VoIP protection as well as TCP pef initial drop of Renoke=50%, R is adjusted up using

formance with little sacrifice of the aggregate goodpuRgood=5% to the feasible rate of around 0.38Mbps. This

Standard TCP is not included because it doesn't perfoevent is completed in 4s, ensuring that VoIP quality is

in the simple string case. maintained.
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Hop \VolP Total TCP 627 (Kbps)
count|| (MOS) || RENO | C-TCP | CUBIC | VEGAS | WW
4 3.8 125 126 126 124 126
(19%) | (20%) | (20%) | (19%) | (20%)

Table 3.6:VAGPensures fairness between flows, regardless of the TCP flaspuse

3.6 Summary bursty traffic even if the traffic from the client is regulated

by MAPs.
TCP and WoIP can coexist in interference-ridden multi-

hop networks, but only with some policing help. None
of the existing solutions (TCP variants, priority queues,
MAC support) can protect VoIP, and produce low utiliza-
tion as TCP wastes wireless capacity on retransmissions.
We propos&/AGP, a method that addresdasth goalsof
VolIP protection and network utilization. It uses existing
VolP traffic to continuously estimate the amount of band-
width that can be dedicated to TCP. Making TCP more
CBR like is beneficial in two respects: it becomes more
VolIP friendly, and minimizes self interference. The lat-
ter is also beneficial for TCP itself, which suffers dispro-
portionately because of its large packets. Our approach,
called asVAGP, has the following advantages:

O can be placed in the wireless gateway to monitor
downlink TCP traffic;

O maintains end to end semantics and compatibility;

O doesn’t require setting of parameters. An initial set-
ting regarding the voice quality desired works across
different conditions and situations.

O provides complete separation, good utilization, and
swift responsiveness to changing conditions;

O performswell in a variety of conditions - various net-
work topologies, several TCP flows, diverse network
delays, different interference patterns, varying wire-
less capacity.

There are several other possible continuations of this
work. Since interference is a phenomenon that acts
across several nodes, centralized solutions would provide
a global view that could protect realtime traffic. Alter-
nately, edge solutions, such as the one presented in this
article are less intrusive and are easier to implement and
deploy. Currently we are developing a multihop solution
for TCP traffic originating from the multihop. As opposed
to the gateway approach in which all TCP traffic originat-
ing from Internet is distributed at MPs, the traffic originat
ing from the multihop aggregates to MPs which results in
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Chapter 4

Interference in Dense Wifi Populations

4.1 Introduction itself when carried on the same channel. The nature of the
traffic also makes the amount of interference hard to pre-
For large populations of wireless devices, such as senggt - TCP traffic depends on the congestion, which means
networks with single RF nodes, or meshes with multip{aat the interference it produces depends on conditions on
RF nodes with small number of independent channels, diher orthogonal channels. This tends to link together the
terference is the major performance factor that is part opgoblems of interference, routing, and channel allocation
circular feedback of interdependence. Interference deterthe problem that we address in this paper is to predict

mines how channels are assigned, how flows are routg@ effects of interference under some restrictive condi-

and how calls are admitted, but all these may in turn caygshs:

changes in the interference. For these dense networks, it o

. . . . 1. we assume that traffic is completely controlled for
is therefore important to get an understanding of interfer-

ence that can help heuristics for all the mentioned prob-
lems, and provide prediction for the quality of service ob-

tainable.

the channels of interest. This can be achieved
through administrative ways, and through call admis-
sion policies, and has the role of making all traffic at

. all nodes on all channels accounted for.
When enough orthogonal channels are available to

cover with channel reuse an entire 802.11 network, inter2. the traffic on all nodes is constant bit rate (CBR),
ference between base stations is not of concern. However, which avoids problems caused by time variable be-
for the current crop of available channelsin the unlicensed havior of congestion aware protocols, like TCP.
spectrum 802.11b/g the number of channels is limited These two requirements are actually met by VolP
such that channels need to be reused in an indoor environ- networks, both in WLAN and mesh networks.

ment that requires higher deployment density. The avail- . )
3. measurements of interference can be made in the

ability of 802.11a, with its shorter range, higher bit rates )
. absence of real traffic. They can be performed pe-
and more orthogonal channels provides one way of scal- | - ]
. . . . . . riodically at low traffic times, for example mid-
ing up the wireless service: by increasing the bandwidth . _
. . : . . night/weekend. The purpose of this last requirement
per arearatio. But this is done by increasing the density of o )
. ) is the building of the interference map — a collec-
access points and the number of wireless cards per access . ) ] .
tion of measurements in which the relation between

. . source, destination, and the interferers is unaffected
hop (ad-hoc, mesh), or single hop, several base stations i _
by exogenous unpredictable factors such as live traf-

and clients operating on the same channel are bound to
interfere each other. It is an accepted fact that indoors the e

nature of interference is generally unpredictable foré¢he®ne hypothesis that we validate in this work is that in-
carriers (2.4GHz and 5GHz) due to variability in buildingerference measurements for simple configurations can be
construction, people movement, and other uncontrollesed to predict interference effects for more complex sce-
sources, such as microwave ovens. Adding that channatios. The simple configurations have the advantage
usage is unregulated by most institutions, it is generatly taking a reduced time to test, and of requiring col-
hard to predict what the quality of service can be achieviadboration of fewer nodes (in our case three). Scenarios
even in a one hop setup. For multiple hops, the problemth many interfering nodes are harder to test mainly be-
becomes harder because backhaul traffic interferes withuse of complexity - the number of tests can grow ex-

point. In such a dense wireless network, be it multiple
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ponentially with the size of the group. If interactions of
triplets of nodes can be used to predict interaction for
larger groups, the short measurements (that require net-
work downtime) can be performed more often, improving
the accuracy of the prediction.

Interference™.

Carrier Sense

Communication

While there is research that needs interference infor-
mation for the mentioned problems (channel allocation, -~
routing, call admission), interest in the actual measure-
ment and modeling of interference is quite recent. In )
[68], Padhye et al. proposed a pairwise interference mea- e
surement method, which we also use in this work. The  Figyre 4.1: Possible interference relationships.
broadcast based interference estimation is shown to be
an adequate estimation for interference produced between i

i i _much higher than previously thought: each card and each
unicast flows. They also found that carrier sense is the ) , ,

, ) channel have in fact to be measured independently. This
major cause for interference. Das et. [all[69] show that ) L L )
) i .. latter result is rather pessimistic, as it implies that in a
remote nodes which have no interference effects in iso- i

_ ) ) _real world setup when nodes have multiple cards, and are

lation may combine to produce interference when acting )
) su;i)posed to use orthogonal channels, the complexity of

together, but the occurrence is rare. Our proposed mode i _ o

. i , producing the complete map is prohibitive for dense net-
closely predicts their results for close interferers. Aot

. i . works of even moderate scale.
study of carrier sensé [F0] shows that it is not always a
good predictor of transmission success, and also suffers
of the exposed terminal problem (close by senders cannot
send simultaneously even if their destinations can agtuall
receive packets), and is overly conservative with respect
to the capture effect. The question of interference is ag- 2 Interference map
knowledged to be central for the problems of channel as-
signment, bandwidth allocation and routinginl[40]. Thi we consider two nodes, there are several relative posi-
authors find that there is a circular dependency betwens of interest with respect to each other (Figuré 4.1).
these problems and interference, and propose a centifahey are close enough, like A and B, they are in com-
ized algorithm. Other researchers have identified int@nunication range, meaning that packets sent by B can be
ference as being a cause for unfairnéss [71]. The masteived at A. The actual distance depends on conditions,
studied problem is that of capacity being affected by igarrier frequency, and output power. For example a 5004
terferencel[30, 41, 72, 73], but complex interference sadP Atheros a/b/g card claims 300m outside and 30m in-
narios are considered an input for the optimization preide when operating in 802.11b at 11Mbps. 'Distance or
cess, without addressing the problem of obtaining therange’ in this description are just convenient terms be-
More recent works [74, 75] try to reduce the complexityause in reality delivery ratio decreases from 1 to 0 in a
of measuring the interference by only considering pajsrogression that describes a donut around A, rather than
wise communication, but this ignores the remote interfetcircle. The circular shape is of course true only in void,
ers (outside carrier sense range), which as we will sheviiereas indoors the shape of coverage is highly irregu-
are the main source of uncontrolled loss. lar. The next range of interest is that of carrier sensing

One contribution of this work is a model of interferencéCS). The carrier sense range includes the communica-
that allows complex traffic scenarios be predictable u#en range, regardless of their actual shape. When A and
ing simple, low complexity measurements. In an 802.1Caare this far apart, even if C cannot send packets to A, its
testbed, the the model is shown to be very accurate (coafrier can be sensed at A which backs off when C has a
relation of 0.97 between analysis and measurement). Tinasmission of its own. A will then defer transmission so
is a positive result in that it greatly reduces the complethat it doesn’t destroy packets originated by C (if it is the
ity of obtaining the interference map for one channel, acdse, see next paragraph). Both communication and CS
one card per node. The second contribution is showican be asymmetrical: B can send to A, but not vice-versa,

that the complexity of the complete interference map @& C can sense A, but not vice-versa.
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The next range of interest is the interference rang®ns like: given a channel allocation and routing, is a par-
This range is not in a fixed relationship with the other twiicular traffic matrix supported? Can an additional call be
ranges as indicated in the figure, but rather dependsameommodated? When a link goes down, can the current
the source as well: the interference range is defined farvice be maintained? What is a channel coloring that
the ordered tuple (B, A), in which B is the source anf@dvors particular patterns of traffic (tree, mesh)?

A the destination. Assuming that B and D are outside The information in the interference map has three dis-
CS range of each other and therefore send packets atjghet, but dependent parts: delivery ratio matrix, the car-
same time, the question is if A is able to receive B’s packer sense matrix, and the hidden terminal relationships.
ets. The interference range is then defined by all positionse delivery ratio matrix describes the capacity for each
of D that destroy some of B’s packets at A. If B's powepair of nodes in the network. This includes effects of SNR
at A does not exceed D's power at A by some captuiegradation because of local geography, fading, multi-
threshold, then B’s packet is lost. In literature, when path, as well as external external interference sources.
is outside CS range of B, but in communication range The carrier sense aspect govewisat can be sentinto

A, itis called a hidden terminal. In this paper howevethe air, which is the first step in getting the data across in
we refer to all D nodes that destroy packets at A as highe wireless network. The hidden terminal aspect is the
den terminals or interferers: close hidden terminals agetual interference information and descrilvesat can
ones inside CS range of the destination, whereas remgéaeceivedat a destination under interference from other
hidden terminals are outside. nodes.

Finally, if far enough apart, station E is completely out The interference map of nodes on the same channel
of interference range of A, meaning none of its paclkonsists of:
ets can interfere with packets arrived at A, regardless of
B's position. As shown recently [69], such nodes mayd df delivery ratio from nodeé to nodek without any
together generate enough power to have non negligible interference, Ki,k<n
effect over B—A, but the occurrence of this situation is
fairly rare. Interference for the link BA is defined as U €Sj what fraction of the maximum capacity node
the cumulative effect other nodes in the network have on ©&n puton air, whenis active at maximum capacity
throughput achievable in that link. Based on the previous s Well, 1<ik<n
definitions, some nodes may reduce B'’s sending capacity
by being inits CS range, or may destroy packets after theg
arrive at A. We therefore want to differentiate between

sending and receiving interference because they are qﬂ?'éddition we introduce the following notations:

dikj delivery ratio fromi to k with interfererj sending
at maximum capacity

itatively different: while sending interference caused by

CS is nondestructive, the receiving interference destroys < traffic sent fromi to k

packets that require retransmission. When we say that

sending interference is nondestructive, we mean not thal s = z§1< all traffic flowing out of noda,vk neighbor

it is beneficial, but that it grabs the resource (the carrier) of i

to support some useful transfers, whereas receiving inter-

ference is much more wasteful in that it corrupts packeéd these values are normalized to the interval [0,1], and

at the destination, after the air resource has been usedhgy can be easily obtained from throughput measure-

ready. ments as we detail in the next section. Traffic sent out is
Having a large population of wireless devices in an aréliyided by the nominal capacity, while delivery ratios are

operated on a small number of channels brings the quaiectly measured as throughput of broadcast traffic, di-

tion of how devices on the same channel interact. ANjfed by nominal capacity. For exampg,= 0.3 would

two devices are in one of the four situations describ¢an that node sends at 30% of maximum capacity.

above, but the amount of interference they create depeflifis= 0.7 means that in the presence of interfejethe

on the amount of traffic they carry, and is therefore linkdBroughputi — j is 70% of the maximum supported by

to problems of routing, load, call admission and chanrf6e channel.

allocation. The interference map is a data structure that

characterizes this interaction, so that one can answer ques
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4.2.1 Carrier sense (sending) interference andi sends, throughpiit— k d€ = 0.8. Wheni andj send,

throughput — k becomesji‘fj = 0.4. Conclusion: traffic

When two nodes sense each other they share the medl'éjar{\]/ingj produces a degradation of 50% for traffies k.

completely, and the sum of their maximum output rat%e collect the measurememi,—%for all pairs(i, k) anddi'fj

onto the airis 1. When they are out of CS range of eaf':ohr all triplets (i, j, k) in the network. The complexity of

other, each of them can send at full throttle, yielding a tgbllecting the entire data set @(n?).The measurement

tal outputrate of 2. Any value between 1 and 2is pOSSIb||£')3r’ocess has these steps (this procedure was first proposed

because CS is not a symmetric or discrete phenomen%] [68)):

one node may sense the carrier from a source only a frac-

tion of the time, or the CS may behave asymmetrically.l. nodei alone broadcasts and all other no#te@scord
csj is ann x n mostly symmetric matrix describing the  dk = throughput of — k. All nodes take their turn in
capacity that two nodes can put on air when sending atthe broadcasting - complexitf(n)

same timecs; + cs;i represents the total capacity placed
on the air ranging from 1 to 2. To gathes;, we send 2. noded andj broadcast simultaneously and all other

broadcast traffic at full throttle from nodésand j. We nodesk record: dik,j = throughput ofi — k jammed
then use the packet rate reported as sent by each node - Py | and d¥; = throughput ofj — k jammed byi.
producinges; andcs;i. The complexity iSO(n?), where All possible pairs (unordered) take their turn - time
nis the number of nodes involved. complexity isO(n?).

Matrix csj can also be seen as a directional CS grapﬂ%e storage requirement for the second ste(is®) as

csj=1 .|n.d|catesi no link from to j in the thef:S grlaph, there is one interference measurement stored for each or-
becauseé is sending at full throttle even whejis active. dered(i, },k) triplet in the network. For the first step
Whencs; +csj = 1, there are two bidirectional links - required storage i®(n?) - throughput measurement
each node pointing to the othess; + csj = 1.5 usually for each directed link in the network. Note that these are

indicates a one direction CS link: one node has an output o
in fact upper bounds for when the communication ranges

of 1, and the second of 0.5 because the first node doe%{b’} step 1) and interference ranges (for step 2) of all nodes

hear the second. The direction of the link in the CS graBQtend over a constant fraction of the entire network. In

indicates the direction of sensing. To compute how mu?@ality, the number of nodes that can produce interfer-

of that traffic can actually be received is the role of receiys . ot a destination are limited to a donut shaped re-

ing i.nterference mapping, which is described in the neé(iton around the destination, the radius of the region being
section. dependent on the hardware, bitrate, antenna, etc. In this
case, the storage complexity could be reduce@(in’)
4.2.2 Hidden terminal (receiving) interfer- whered is the degree of the node, or some other spatial
ence density measure. Another factor in reduction of the com-
plexity of measurements is the fact that not all links of the
This component is sometimes described in literature byatwork are interesting, as will be seen in the experiments
model callecconflict graphj41]. The conflict graph indi- section.
cates which groups of links mutually interfere and henceThis measurement procedure can produce a reasonably
cannot be active simultaneously. In this paper, we quaitcurate image of what happens when a trigief, k)
tify receiving interference by emphasizing the interfémer is involved in a sending/jamming process. But in real-
isolation, without considering him as part of a link. Thigy, there are several nodes sending at the same time on
model is appropriate when considering multiple interfefhe same channel, and one node’s traffic is another node’s
ers, regardless of which their destinations are. interference. Having analyzed the complexities of mea-
The purpose of the receiving interference miﬁpis to surement and storage for one interferer scenario only, it
have an estimate of the effect a remote soyrbas over becomes clear that a measurement based approach is not
traffic sent fromi to k. Wheni and j are in CS range, scalable to the entire network: arbitrarily large groups of
they share the medium, anpadloes not destroys packets nodes can send at the same time, effectively jamming each
at k. However, whenj does not sensis transmission, other on the same channel. What is needed is a method
packets received & may be garbled - this is known aghat can predict the effect of several interferers acting si
the hidden terminal problem. Example: whgrs silent multaneously from single interferer measurements.
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4.2.3 Analytical model

RB-11

The model we propose comprises of the following twa s Re-1f

‘‘‘‘‘‘ RB-13

relations, the first expressing the limit for sending, anc -
the second one the limit for receiving:

RB-18

RB=5

s+ Y s < 1 (4.1) p
j EC&') . RE-10 RBr12
dar = df 1 L-@Q-d9s] 42 _
iall ' L1/ ““/" Figure 4.2: 802.11a testbed: 20 nodes in a 45m x 60m

1= building

In the first condition[{4]1), sending capacity of ndde
is limited by contention with all nodes it has to defer tavould participate as constraints in the optimization pro-
These are the nodes towards whidtas a directed link in cess (albeit nonlinear).
the CS graph.The second equationl(4.2) models the delivThe rest of the paper is devoted to validate equation
ery ratio of linki — k when all its interferers are active(£.2), namely confirming the fact that effect of different
Each interfererj contributes with an amount of interferinterferers can be measured independently and used to
ence that is measured separatelyii‘:f:}s This property of predict complex scenarios with several interferers. In the
independence between differentinterferers makes the piext section, we present several experimental results that
cedure scalable a:ﬁ‘fj can be measured @(n?) time for  explore the dependence of packet delivery ratio on several
the entire network. If this independence wouldn’t holdariables: sending rate, jamming rate, and number of in-
a complete interference map would have to measure eagfferers, distance, actual card used, actual channel used
possible group of interferers which at run time might af-
fect the capacity of link — k. In the worst case, this is
the power set of all nodes, of exponential size. $Hac-
tors in these equations represent the sending rates at the .
current nodé and its neighbor$. These rates are consid-4-3 Experlmental results
ered known for the entire network, as stated by conditions
1 and 2 in the introduction. To understand the rationaﬁle3

of this second equation assume that= 1 meaning that we use a 20 node testbed deployed in a 45m x 60m
all the interferers send at full capacity. In this czaiﬁg” building (Figure[4.R). Each node is equipped with two
becomesd < ik ¥, showing that the final delivery 802.11a/b/g cards tuned to 802.11a, running Linux with
ratio is merely a product of delivery ratios achieved Whepyqwifi-o1d driver for Atheros chipsets. In order to
each interferer acts in isolation. cover the entire building, we use the lowest bit rate setting
These relations can be used in any heuristics for so(@Mbps) which allows the longest range indoors. We em-
ing problems that implicitly depend on interference: rouploy Click modular router [44] to generate broadcast traf-
ing, call admission and channel assignment. For exafie-for all the measurements: delivery ratio, carrier sense
ple, a call admission decision should first use the first r@ad interference. One particular feature that is needed for
lation to assess whether the proposed new traffic cantbe measurement of carrier sense is the tx feedback: the
sent onto the air. There is no point sending voice traffitiver gives a report for each packet submitted to the card
that is dropped even before it leaves the access point; schether it was ACK-ed successfully, retried to the max-
a call should not be admitted unless sending capacity fimmum and dropped. For broadcast packets the feedback
all nodes remains valid under conditién (4.1). The secoadly says that the packet made it on the air, as there is no
relation would then estimate the delivery ratio achievab®CK or retry. This allows for each node to directly mea-
across various links, using the measured vaIuedi'fgf sure its access to the medium, without the need of other
and thes values accepted by the first step. Alternatelsgceivers. For all measurements, we collect rates in pack-
for a route or flow optimization procedure, these relatioe$s per second and divide them by the nominal capacity

.1 Testbed setup
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of the channel, so that all the values handled are betweggure 4.4: Inset: relative positions of CS and interfer-
0 and 1: delivery ratio, traffic sent out, damage producedce areas. Graph: CDF of throughput achieved in the

by an interferer, etc. Broadcast at all bitrates is possiflEsence of all possible remote interferers. These are the

nes outside the CS range of both the soues®l the des-
with madwifi, so this measurement method is not Ilmlteﬁ
nationk, therefore cannot be detected by ether the source

to the basic 6Mbps rate. or the destination. 70% of the potential interferers allow
We run the procedure outlined in section 412.2, accile link to function at 95% or more of its capacity, but

mulating the structuress;, d* and dk for all ordered this includes nodes outside the interference range of the
link i — j. The other 30% of jamming situation produce

triplets (i, j,k). Forn nodes bv\}f iS ann x n matrix, usu- sizable damage on the capacity of the link.

ally asymmetric, containing the throughput from nodt®
nodek. Knowing the maximum capaciticap of a link,

and assuming that bidirectional communication is usualy,a inset picture shows a souicand a destinatiok with
necessary, only links with good delivery ratio are consigseir respective CS ranges. The large gray circle around
ered for the rest of the experiments. the destinatiomlabeledNT (i — k) represents the area of

0O d= Ii‘g}; is the delivery ratio for each directiona

link, normalized to the interval [0,1].

potential interferers that can affect the transmissienk.

We plot the CDF of aIU j for the selected "good’ links,

and all their potential mterferers The CDF does not in-

O ETXk = dkd' metric describing quality of a bidirec-¢|yde interferers which are in CS range with the sender or
tional link - the expected number of transmissionge receiveCS(i) UCSK), but does include nodes which
required to send a packet franto k or fromktoi.  gre far away from both sender and receiver, outside of

Assuming an ETX|[[48] value of 4 as a cutoff point, WéNT (i = k). This last category is the largest, as we see
0,
are left with only 19 bidirectional ‘good’ links (a particu- that more than 70% of the potential interferers allow links

lar example of a bidirectional link with ETX=4 is one fof© Operate at more than 95% capacity. The rest are real re-
mote hidden terminals producing real damage on the links

which delivery ratio in both directions is 0. 5(] is then
packets which are garbled at the destination.

a matrixp x n, where p is the number of mterestmg unidi-
rectional pairs - 38 in our setup. Each value in this matrix Figure[4.5 shows the number of potential interferers
represents the capacity of the pair in the presence of el what effect they have on the link. Again, a large num-
interferer. ber of nodes (13 out of the total of 18 possible interferers)
The cs matrix contains a directional CS graph as déeave the capacity almost intact, meaning that the interfer
scribed in sectiof 4.2.2. In Figure .3, we see how tkace range covers about a third of our 20 node network.
number of CS neighbors is distributed among the 20 nodése real hidden terminals however are quite present as
- the average CS degree is 2.6 (compared to the averagdl: there are on average 2 hidden terminals which re-
node degree with the 'good’ links of 1.9). These sourcdsce the link capacity to 60% or less. From the statis-
of interference are not the most dangerous, since notles we eliminated non interferers outsitT (i — K).
in the carrier sense range take turns in sending packetsrasn the remaining, we also eliminated nodes which
opposed to nodes in interference range (hidden terminadsk in CS range with the send€f(i), but allowed the
The most critical question for any link is how many inenes which are i€Sk): these are all the effective hid-
terferers are out there, and how bad are they? In Figden terminals (close and remote), contained in the region
[4.4, we look at potential interferers for all 'good’ linksINT (i — k) —CS(i). In Figure[4.6 we also eliminated
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Figure 4.5: Cumulative distribution of the number of pos- e

sible interferers and the amount of damage they produEigure 4.7: Time line: due to external factors, interfeeenc
Nodes outside interference range are not included. On eneasurements taken at different times cannot be com-
erage, there are 2 interferers which reduce the capacityafed. We use a round robin scheme to alternate between
the link to 60% or less. measurements and identify stable periods, which allow for

meaningful comparisons.

h 061 for the study of remote interference - area designated by
: 0.4 node D in Figuré 4]l is quite large. Two recent contribu-
§ 02 tions [74,/75] proposed modeling of the interference only
e - on the basis of packets which are successfully received
0 01 03 05 07 009 between stations, easily achievi@jn) complexity for
Throughput achieved with iterferer measuring the interference for the entire network. But this

Figure 4.6: Histogram of the number of interferers fd#€arly ignores remote hidden terminals which are out of
each interval of achieved throughput. interferers allgvinhe CS range of both sender and receiver, which have a

more than 95% of the throughput are omitted. The sy@siderable effect even in sparse networks as ours.
of the first two bins shows that there is on average one

interferer reducing the capacity to 20% or less. _
4.3.2 Interference properties

interferers which produce less than 5% damage, to hav&fif" having established the extensive presence of both

closer look at the worst offenders. The sum ofthefirsttv%oSe and remote hidden terminals, we set to explore

bins in this histogram shows that there is on average dHemore depth equatiori {4.2). Some of its more use-
ful features are the linearity with respect to interferer

interferer which reduces the throughput to 20% or less.
- ) . ._rate, shown by the presencesyfinside the product, and
These statistics confirm that remote hidden termlnafis i . y- P ? P o
. . . the linearity with respect to source rate, which is im-
are a significant presence even in a sparse wireless net-

. : lied by the absence of. For these measurements we
work like ours, with an average degree of 1.9. Thege y of

. . want to compare the achieved throughput for different
numbers are likely to be much worse in a better connecteg P ghp

. sourcefinterferer rate, but how relevant is this compari-
network, as all the regions surveyed here would be more )
: . . son if the measurements are not taken at the same time?
populated. These remote hidden terminals will adversely o ) )
. . .. Inmost situations we want to compare configurations that

affect routing, channel allocation, and call admission, as ) ) ]
. . . . cannot possibly be ran at the same time because they in-
all these issues directly influence the amount of traffic on o
. . X . herently affect each other - and this is always the case
each link. Previous work [68] found that most interfer- . .

. . . with interference measurements. In addition, the wireless
ence is in the form of carrier sense, and we attribute this =~ ) i )
. L medium is highly variable indoors, depending on the level
to hardware / software differences: examining interfer- -
K of human activity. Both these factors make the measure-
ence mapgs;j anddy; structures) we found that the car- _ o
. L ment of the interference difficult to setup, reproduce, and
rier sense range is almost perfectly overlapped over the

- __interpret.

communication range for our hardware/software configu-

ration. This means that there are almost no cases when
nodes are in CS range, but no packet can fly across (néd%
C in Figure[4.1). The more important aspect howevéihe methodology we use is to have a round robin of short
is that interference range starts immediately beyond corans for each experimenk(, E,, Es, E;, Ep, ...) over

munication range, which makes this testbed approprikdager periods of time in order to identify stable periods

2.1 Measurement methodology
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190

the conditions that the source sends 1200 pps, and the
interferer sends 1500 pps. In Figlrel4.7, we follow the
delivery ratio at the destination over a period of 33 hours
and attribute the high variation to external factors (mgvin
people, doors). There is no institutional use of 802.11ain
our building, and to the best of our knowledge there is
no unaccounted traffic on the channels used. While there
are large variations in the delivery ratio, we used times
8-12 and 24-32 as relatively stable periods to investigate
for our purposes. In fact, all the following measurements
were performed during the above time line, virtually time-
sharing with the experiment in Figure #.7.

[ 1
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4.3.2.2 Linearity with source and interferer rates

800}

Destination received rate [pps]

600

In the Figurd_4.B(top) we vary on the horizontal axis the
. . . , sending rate of the source from 300pps to 2400pps and
500 1000 1500 2000 2500

source sending rate [pps] measure the delivery rate for four packet rates of the in-

Figure 4.8: Delivery rate with one interferer. Top: in modgrferer: 500,1000,1500, and 2000, represented by sepa-
cases, the achieved throughput in packets per seconthie lines in the graph. Each point also shows the standard

linear with the sending rate for the entire range of sendiggyiation over all the samples used. Because curves are
rates. Bottom: low rate flows from the source are not

affected by the interferer, but for higher rates, the bechwaonsuy straight, we infer that delivery ratio is stable for
is still linear. different sending rates of the source. For example a de-

livery ratio of about 83% is maintained for the top curve
when the source sends between 300 and 2100pps, and the

during which external conditions do not vary much angterferer sends at 500 pps. The source and the interferer
measured values show some stability. During those pejie confirmed to be outside each other CS range by pe-
ods, we may compare the results of experimenwith  riodical verification of sustained simultaneous output of
the results of experimellt,, even if they are not run ex-2300pps. Figuré 418 bottom corresponds to period 24-
actly at the same moment, assuming that conditions wete and Figur&4]8 top to period 8-12, which we deemed
comparable since each measured value shows stabilitystable for the purposes of comparing results. For pe-
This method of comparison is important especially for thgyd 8-12, we can see that the linearity with respect to
experiments which would conflict over resources. ORr@nding rate is not followed anymore, especially for low
example is using the same channel by two cards over f ket rates. Specifically, when the source sending rate
same period of time, as in sectibn 4.312.5. Another oRehelow 1200pps, the transmission is not affected by the
is testing the same source-destination pair of cards oy@erferer. The anomaly we believe is caused by a be-
different channels as in section 4.312.6. In all the expejavior of the Atheros chipset which sends weaker packets
iments, there is a time sharing between the experime@tsen the packet rate is high. A separate 16 hours experi-
so that each experiment has exclusive use of the resoufggnt measuring delivery ratio between another source and
and yet its result can be compared with a virtually parallgldestination (FigurE4.9) shows that for longer than 10
experiment using the same resource. hours, the higher packet sending rate (2100pps) consis-

For example, we setup three nodes - source, destiteptly gets a lower delivery ratio than the lower sending
tion, and interferer to operate on the same channelrate (1800pps). We found that there were 5dB more for
802.11a, using the 6Mbps rate to send 200 byte packié signal strength of the slower rate, thus justifying the
in broadcast mode. The channel capacity for this setigsults shown at the bottom of Figlrel4.8. This and other
(packet size, bit rate, SNR) is about 2300 pps (packeg@nstandard features of Atheros based chipsets are con-
per second) for broadcast packets - no ACK, and no refiiyned by other researchels[76], and mostly explained by
In addition to other measurements mentioned below, @ggressive power saving implementations.
record the packet rate received by the destination undeFortunately, this behavior is sporadic, and in most cases

400

200
0
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2200

J1:1500pps J2:1500pps J1+J2:750pps each

2200
2000 -
1800 -
1600 -
1400 -
1200 -
1000 ~

2000

1800}

1600

1400F

1200

Destination received rate [pps]

sent 2100 ——

1000 sent 1800 = ===« 4

recv 2100 ——

recv 1800

s s s s s s i

2 4 6 8 10 12 14 16
Time [hrs]

800
0

destination received rate [pps]

Figure 4.9: Anomaly: packets sent at higher rate use a 0 50 1000 1500 2000 2500
lower signal strength, yielding in a lower delivery ratio. source sending rate [pps]

This behavior is persistent for many hours. Figure 4.11: Even with anomalies in power of emitted

packets, effect of interferer is linear with respect to send
ing rate for single interferers, and for combinations of
two.

2500

2000

1500

terferers is the product of delivery probabilities when the
interferers act in isolation. This is the major reason why
the network wide interference can be characterized with

10001

destination received rate [pps]

o ] a small number of measurements: the ability to combine
. simple measurements for isolated interferers to predéct th
% 500 100 =% 2000 500 effect of possibly every node sending, as it happens in a

interferer sending rate [pps]

network under normal use.
Figure 4.10: The amount of interference is linear with re- | g separate 34 hour experiment we verified that the
spect to interferer rate. Separate mterfe_re_rs act'ngls"m<!.ilelivery ratios with two differentinterferers can be tesht
taneously also create interference that is linear withrthel ) ) ) o
combined rate. as independent variables across various delivery ratios in
time. We send data from a source S and two interferers J1

) ) ) _and J2 at the maximum capacity for several situations:
we can observe the linearity of the interference with re-

spect to the sending rate of the sender. Although soméd S—D: verifies the nominal capacity of the link
what visible in Figurd_4l18, the linearity with respect to
interferer rate is plotted in Figufe 4]10 for two different

interferers. The source sent 2300pps for all experiments] S, J2— D: measures the capacity with J2 alone

whereas the cumulative interferer rate is shown horizontal
0 S, J1, J2— D: measures the capacity with both in-

terferers, monitors the CS between S,J1, and J2

O S, J1— D: measures the capacity with J1 alone

axis. For the middle curve both interferers sent simulta
neously each with half the rate, showing that independent
measurements for éach interferer ?an be used to_ derive J1, J2, D: monitors the CS relation between the J1.
the effect of several interferers sending concurrentlys Th J2, and D

linear combination of effects of different interferersisa

maintained even in the case of anomalous delivery cadé§ placement of the source, destination and the two in-
mentioned in the previous paragraph, as shown in Figigsferers is set such that the source cannot sense the car-
@11. One of the interferers produces almost negligiier of any of the two interferers, so it is always sending
damage’ while the second one is worse for h|gh rateg’iéfull throttle. On the destination Side, interferer J1as f

the source, but their combined effect is piecewise lineagnough not to defer to any node (Figlre 4.12 top). The
second interferer has a clear deferral period, and an inde-

pendent period. The destination (shown with dots and also
with a smoothed graph, because of high variation) experi-
The other crucial aspect of the model we propose (eqeaces a more ambiguous situation with respect to the in-
tions [4.1) and(4]2)) is the fact that interferers haveaffe terferers in which it senses either none, one, or both of the
that are independent of each other. Basically, the prolr@erferers throughout the course of the experiment. The
bility of a packet being delivered in presence of several imiddle of Figurd 4,12 shows the delivery ratio achieved

4.3.2.3 Independence of different interferers
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Figure 4.12: Top: History of access to the medium for

the interferers and the destination. Middle: delivery rag ation of the experiment the interferers are out of the

tios sampled independently for each interferer. Bottom: | .
b P y ¢Rrrier sense range of each other and of the receiver. Af-

When both interferers are active, measured delivery ra
confirms the independence of the two interferers . ter each interference measurement, a separate broadcast

of both interferers and the receiver was run to confirm

" A . ent . 0% that the interferers are able to send at maximum through-
with each interferer independently, ranging from to .
) p. y g ] g i ° put, therefore do not defer to the receiver or each other.

100% depending on the time, and position of the mtef;- . : . . .

he receiver however is carrier sensing one of the inter-

ferer. We chose this scenario from a larger set of experi- . . .
9 PSerers for the duration of the experiment. This shows that

ments with similar placement of nodes because its dlvzeirf:ombination of interferers can be modeled with around

sity makes it appropriate for verifying the independen%%/o error in delivery ratio when only measurements for
assumption between the two interferers. L . .
individual interferers are available.

In the bottom figure, we plot the measured delivery ra- After the validation of equatiof (4.2), which is the main

tio with both interferers active, together with the produ%ay of reducing the measurement complexity of the inter-
of the delivery ratios measured separately. We see thatftg\%nce map for one channel, we turn to other aspects of
modeled vglug |s_h|ghly §orrelated (0.96) with the MeRterference: first, we show that an approximation of the
surement, indicating real independence. More than aCtggjl structure can be inferred if positions of the nodes are

correlation, the value inferred as the product of the SeRown. Second. we look at the complexity of the interfer-
rate delivery probabilities closely tracks the measured deehce map for the multiple card case

livery probability with J1 and J2 active.

_ Finally, _we verify the accuracy gf all aspec_;ts gf _equ%—.&z.4 Correlation with distance

tion (4.2) in a 3.5 hour long experiment that is similar to

the one in the previous paragraph, except that both Biace producing the interference map has high cost
rate of the source and the rates of the interferers are @¢n?) network down time), it would be desirable to pro-
lected randomly and independently in the interfall], duce at least a good approximation of it by some cheaper
from a uniform distribution. The delivery ratio for the nomimmethod. Knowing that in theory interference range is
interfered link is around 95% for the entire length of thinked to the communication range, we want to see how
experiment, but with the presence of both interferers,ptedictable the interference is for our particular indoor
can drop below 5% as seen in Figlire 4.13. The analytisatup with respect to distance. In most static networks
model using delivery ratios measured for independent imhen access points are deployed in a building, a map as-
terfererszdi‘fj closely follows the values measured for twsociation is usually available so that distances can be es-
simultaneous interferers. Although it tends to overestimated with reasonable precision from a map drawn at
mate the delivery ratio for higher values, it has a goadale. We used a map of our building as the one shown in
correlation (0.97) with the measured data. For the entkeyure[4.2, and assigned coordinates to each node based
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Figure 4.14: Delivery ratio is weakly correlated with dis-.. . . .
ta?mce y y Figure 4.16: Effect of the hidden terminals is correlated

with distance, but not strong enough for a prediction.

2.5

30m, we cannot really say what amount of damage it will
g o © Gt ot oS oomde 1 cause. We also examined correlation of the damage with
° ratio of distances{%)2 as classical communication the-
° 1 ory would indicate, but the obtained correlation is weaker
o comeemne’ o | (cor=-0.29).
As mentioned in section 4.2.2, tf@(n?) complexity
0g 1 is driven by both measurements of carrier sense and of
hidden terminals. The conclusion of these distance based
010 20 S % — 5 6 0 statistics is that while we can infer a non-directional CS
, , ) graph just by using coarse node positions, the hidden ter-
Figure 4.15: Carrier sense depends strongly on distance. _ . .
minals effect is not sufficiently correlated with distance.
Therefore, pairwise measurements would still be neces-
on its relative position, and using the known dimensiof8ry to measure receiving interference, so in the process,
of the building. We then associated each measuredfenthey might collect the CS directional graph as well.
with the distance betwedrandk. In Figure 4.4, we see
that delivery ratio is very weakly correlated with distancé-3.2.5 Consistency across interfaces

and this c_orroboratefs well W_'th other flnd!ngs in 1itergy, 4| the experiments so far we considered that all nodes
ture showing that delivery ratio (and also signal strengif) e one available wireless card, tuned to the same one
and distance do not correlate well [77]. For carrier SeNSkannel for the entire mesh. For scalability reasons how-
however, distance is a much bette.r |n.d|cator- F.'m‘l'ééer, it is desirable that each node use several cards
plotscs; +cs;i, so that a value of 1 indicates carmnersensgyned to different channels. The allocation of channels

while a value of 2 indicates independence. CS on 802.118) - annel reuse will clearly affect the amount of in-
6Mbps shows a well defined threshold at 18m for indootrérference, and this is one of the main targets of pro-

i 2
802.11a. This means that at least part of @a“) com- ducing an interference map. A solution to channel al-

plexity can be avoided by getting an estimate of the cf<§‘cation assigns a channel to each card so that connec-

graph based on the distances between access pomtﬁ\/ﬁ{/ is preserved and higher throughput becomes avail-
mesh nodes.

Cumulative capacity
I
(-]

able. Several solutions have been proposed in the liter-
In Figurel4.16 we look at the relation between the damture [40 78 79, 80, 81], but all implicitly assume that
age produced by hidden terminals and distance. The daifiks may use any card in the same machine, implicitly
age produced to commkunicatibm k'by a hidden termi- assuming they are equivalent in terms of their interference
nalj is computedas4 % . Interferers in CS range of thepatterns.
source or destination are excluded. Although the amounflo verify this hypothesis, we measured delivery ratios
of interference and distance are correlated (cor=-0.6&), for each pair of nodes in a group of 4 nodes for a total
correlation is not strong enough to produce a predictidnration of 110 hours spread over a period of two weeks.

based on distance. For example, for a hidden terminallato sets of measurements were taken for two 'parallel’
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Figure 4.17: Delivery ratio sampled for a total of 110 hoypmesd over a period of two weeks. Delivery ratio differs
widely across interfaces. Channel allocation algorithnay mot assume equivalence of link performance based on
sampling of links from a single interface.

networks - one created ovathOinterfaces, and the other4.3.2.6 Consistency across channels
overathl In more than half of the links measured, the
delivery ratio across one interface is completely différen
from the other one in both quantity and quality, even Knother assumption made by channel assignment solu-
the channel used is the same. In figlre #.17 we follains that employ variations of edge or vertex coloring
one particular pair of parallel links with series of measurgchemes is that carrier channels are basically equivalent
ments spanning the entire period, comprising of a mix 0k they can be assigned any color (channel). This as-
busy weekday mornings and quiet weekend nights. \Memption also turns out to be too optimistic, at least for
can see that while the link acroashlinterfaces shows the case of 802.11a. In Figure 4.18, we examine a 28 hour
solid performance across the entire period, the link acraggce of delivery ratios across channels 36, 44, 52, 64, 149,
athOinterfaces ranges from acceptable to less than 10967 and 165 under the same conditions used in previous
and from steady to highly variable in the samples takegkperiments. The last three channels (recommended for
The differences in the other 11 directional links (obtainefiitdoors) performed worse, all having an almost negligi-
among 4 nodes) ranged from high variation to steady dge delivery ratio, barely visible next to 0; channel 64 had
livery and from maximum capacity to no link - in fact half.00% performance and is not visible at the top. Chan-
of these links showed differences like those in Figurel4.hé| 44 also shows a strong and consistent performance
or worse. Given that the wavelength of 802.11a is aba#hintaining 80%-90% delivery ratio throughout the day.
6cm, itis very likely that shadowing and multipath woul@e and 52 showed periods of stability mixed with peri-
create variation between points that are that close. Qs of high variation, but even during the stable periods,
antennas are spaced 40cm apart, and as the experimggtperformance across channels differs greatly. The high
confirm, there is very little correlation between the pevariation experienced by channels 36 and 52 is all hap-
formances of cards in the same node. pening when other channels show steady (high or low)
performance. In order to validate these results, we ran ad-
ditional measurements for different sets of nodes, differ-
ent power settings, and with longer settling time after the
These measurements show that between two commuhiannel switch, but are not including them for the sake of
cating nodes, we cannot consider a logical link that carevity. As in the card comparison, the consistency across
use any two pair of interfaces. In fact, each of the foehannels is rather the exception than the rule, with very
physical links between two nodes has to be treated afew cases in which a link performs the same across all
different link, and we conclude thabf the purpose of frequencies. We conclude tHat the purposes of inter-
the interference map, each physical link has to be mea-ference map, possible channels of any link have to be
sured separately measured separately.



4.4. DISCUSSION AND SUMMARY

start: Mon Aug 21 13:53:26 EDT 2006

R4
T chos—

ke

HA

Il
0 5 10 15 20 25 30
Time [hours]

0.

®

0.

=)

0.

~

Delivery ratio

ch52

0.

N

# ch36

Figure 4.18: Delivery ratio differs widely across channels
Channel allocation algorithms may not assume that chan-
nels are interchangeable in terms of performance.

4.4 Discussion and summary

The most relevant works in this field ale [68], [69] and
[74,[75]. We extend the work i [68] by clearly defining
the interference map as a collection of: delivery ratios,
carrier sense matrix, and hidden terminal matrix and b)D
modeling the effect of multiple interferers. We charac-
terize the complexity of gathering the map, and propose
an analytical model to allow the use of pairwise mea-
surements. The model reduces measurement complex-
ity by using certain properties of interference: linearity
with respect to source rate, interferer rate, and indepen-
dence of multiple interferers|_[69] looks at remote inter-
ferers (out of CS, that produce damage), and 'no impact’
nodes which produce no damage. Their numerical results
are properly captured by our model: remote interferers —
can be combined in a linear fashion using relatfonl(4.2)p
'no impact’ nodes — although they may become interferers
when acting together, the occurrence is very rare. In addi-
tion, we show that the occurrence of remote interference
is quite severe, phenomenon which is prone to rise with
increase in deployment density. The remote interferers
are ignored in([74, 75] by considering only the ones from
which signal strength can be read. Signal strength how-
ever can only be used when packets are received properly,
which means inside communication range. We model in-

75

from the fact that interference has non local effects
which we believe are best tackled in a global, cen-
tralized manner. However, many measurements can
be performed in a distributed, asynchronous fashion.
For example, delivery ratiad between nodes can be
monitored passively on live traffic. Carrier sense and
hidden terminal measurement require network down
time to obtalndh, but they can be performed one
triplet at a time, during periods of relative silence in
an area betwedrandj.

only models CBR traffic. This limitation is an at-
tempt to eliminate the time factor from the model.
Because each flow of traffic is a potential creator
of interference somewhere else in the network, non
constant flows such as TCP would create highly vari-
able interference patterns for otherwise steady condi-
tions. Woice networks handle only CBR traffic, and
also have stringent loss requirements, so are good
candidates for the controlled interference environ-
ment proposed here.

is verified extensively only for 802.11a networks. If
density of WiFi devices increases at the current pace,
one way to increase bandwidth per area is by using
more independent channels, and more cards. While
802.11b allows for only three orthogonal channels,
most chipsets also suffer from electrical interference
so that two cards must be at least 60cm apart, re-
gardless of the channel. Depending on regulations,
in 802.11a there are 12 orthogonal channels avail-
able and we found the electrical interference to be
almost negligible.

requires network down time. The very core of mea-
suring interference is to quantify the effect other
nodes have over a particular communication. There-
fore any uncontrolled traffic has the potential of
skewing the effects produced by an interferer: it can
either increase the packet drop at the destination, or
it can have the opposite effect, by contending for the
medium with the interferer, and therefore produce a
better delivery ratio at the destination.

terferers outside communication range, which can be i€ main factors driving the complexity of measurement
side CS for sending interference, or inside interferenkthe interference map are the pairwise style measure-

range for remote hidden terminals (these are the cau@¥1ts, and the asymmetries of the cards and channels.
of the O(n?)complexity). Pairwise measurements are the direct way of determining

However, our model also has a few drawbacks:

dl‘fj (the delivery ratio from to k when j is interfering)

whenj is not in contact with eithek ori. Since no pack-
O requires a global view of the network. This stemsts fromj can be received & or i, no delivery ratio, or
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signal strength can be employed to determine the potence map faces asymmetries in the card and channel be-
tial damage can produce. In this case, generating traffltavior, which make the complexity still prohibitive for
from j is a reliable, albeit costly way of gauging its efdense multiple card networks.

fect overi — k communication. Obviously, for networks

spreading over a wide area, only nodes in a circular region

around the receiver are candidates for being remote inter-

ferers, so the complexity in these cases instead(of),

becomes jusD(n) - with a constant depending on the size

of interference range. However, for setups that are small

in area, but large in the population of wireless nodes, the

potential interferers can be in a large fraction of the net-

work. In our testbed, about one third of the nodes can

interfere, so effectively, the complexity is stl(n?) — for

the single card case.

The second cause of complexity is the asymmetry in
card / channel behavior: we conclude that a more accu-
rate estimation of the time complexity to obtain the inter-
ference map for all channels and across all possible links
should be adjusted t©( fcr?) wherec is the number of
cards, and the number of available orthogonal channels
(the total number of experiments would 8¢fc2n?) but
a node can rug at a time wherf > ¢). This is a consid-
erable difference from the origin@(n?), given the desir-
ability of large number of cards to make use of the chan-
nel parallelism and decreased range/ increased density of
802.11a. To put this into perspective, a 20 node network,
one card, one channel, 20 second measurements and as-
sociated overheads required for our experiments about 2.5
hours of network downtime - corresponding®gn?). If
we consider for example the case of a dual card 802.11a
node f = 12 andc = 2), the required downtime becomes
unacceptable.

4.4.1 Summary

We proposed a model for interference in dense wireless
networks that enables a low complexity procedure to col-
lect the interference map in one card networks. We con-
firmed experimentally that interference measurements for
isolated triplets of nodes (source/destination/intenfer
can be used to predict the damage from several simulta-
neous interferers. The interference from distant interfer
ers behaves linearly with respect to rate of the source and
rate of the interferer, and shows independence between
interferers. The most important result is that behavior of
complex interference scenarios can be estimated based on
measurements that have relatively low complegity?),
which could otherwise depend exponentially on the group
size. On the negative side, measurement of the interfer-



Chapter 5

Mobile antennas for WiFi links

5.1 Introduction paths. Pattern diversity is yet another way of minimizing
the correlation of achieved channels. Usage of different
It is an established fact that radio signal reception varigatterns, or directional antennas is a technique that works
in both space and time. Spatial variation is due eitherfiar beamforming, and for SISO systems as well.
user mobility or to scattering effects. As they move, mo- In this article we explore yet another way to increase
bile users experience signal and coverage changes duga¢odiversity of the channels, by mechanically changing
fading and multipath effects. Reception varies with pthe position of the antenna elements. This adds another
sition and speed of the antennas, and with the qualityddgree of freedom to the joint optimization of coding,
the environment. But even for static users, there is spati@dulation, and diversity techniques that have been used
variation due to multipath, and temporal variation due & far. In highly scattered indoor environments the qual-
changing patterns of human activity (indoors), or atmity of the signal from a source may change on a scale less
spheric conditions (outdoors). In all these cases, wiselgélsan the carrier wavelength[84]. This is generally seen as
links experience degradation which translate in lower QaSdegrading factor for indoor wireless, as it induces cov-
for the users. Long term outdoor point to point links reerage dead zones and unexpected variability. We exploit
quire manual tuning and maintenance, while indoor linkisis existing diversity in propagation to find antenna ele-
require site surveys or over-provisioning to account fement spots that produce 'better’ channels.
this variability in link quality. For the SISO case, these are simply channels with bet-
Use of multiple antennas on the senders and receivi@fsdelivery ratios. The advantages of a reconfigurable an-
(MIMO) has been a way to increase capacity and rignna are that:
silience. However, when operating on the same carrie&
wave, these antennas interfere with each other, and the tise.
achieved channel does not always have a high rank. The

it requires no manual intervention or technical exper-

rank of the achieved channel depends on the actual det adapts to changes automatically.

ployment geometry of the sender and receiver, and on the

environmentin between, all of which determine the correl] ¢an be retrofitted to existing antenna technology.
lation of the multipath signal. One class of approaches to, is low cost - only a servomotor, and a controlling al-
improve performance is to use adaptive coding and mod-
ulation techniques that are tailored for the given channel
[82]. Another direction is to increase the diversity of theor the MIMO case, 'better’ channels mean less corre-
achieved channels [33]. lated for the purpose of increased capacity. The advan-

gorithm.

One method is to increase the spatial diversity, afRPeS are:
MIMO itself implies spatial diversity by use of multiple O mobile antenna elements are a complementary tech-
elements. Spacing of elements is a subject of research
and values betweenTh and 10\ are deemed appropri-
ate for different scattering and SNR conditions. A second
way of improving diversity is the use of different polar- 0 the channels that can be obtained are simply not
ization. This decreases mutual coupling between close available to traditional MIMO techniques that only
by elements, and increases the likelihood of uncorrelated optimize using weights, phases, or gains.

nology, and it can be coupled with most other diver-
sity techniques mentioned.

77
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Figure 5.1: Applications for mobile antenna/mobile ele
ment technique: at access point, for mostly static client
at relay points to optimize both links; at long term poin
to point outdoor links.

0 antenna element position and coding/modulation a 0 20 40 60 go 100

both optimization techniques. They can both mak

use of feedback to each other to improve the end to ) o
Figure 5.2: Packet delivery ratio is measured from a
end channel.

robot mounted access point that changes positions across

— . _aInégrid. The access point and the receiver are fixed for
There are a number of applications where a mobile an-

- i each measurement.
tenna can be easily implemented (Figuré 5.1):

O ceiling mounted access points that have motors to al-
low changing of the antenna positions on a centime-
ter scale. They can automatically tune to provide bet-

pacity. They claim that three canonical array configu-

ter service to user populations that are mostly static. . .
rations are enough for near optimum performance over

O in relays: adaptation of uplink and downlink couldhe entire SNR range. Zandi [87] analytically investi-
enhance relay performance. gates effect of antenna element geometry to the capac-
ity of MIMO channels. For the % 2 case, they find that
O long term point to point links that require periodicg.'pacing of antenna elements betweef? and 10\ are

adaptation and optimization. beneficial for low, respectively higBNRsituations. For

[0 mobile antennas could be implemented on larger nRAttem diversity, Liang [88] explores ways to use anten-
biles (laptops) as well, as they are usually embed@S with dissimilar radiation patterns to induce decorrela

ded in the screen, therefore providing a large seai® that could favor MIMO systems. They show that the
achievable decorrelation is limited by the scattering envi

ronment. In her master thesis [89], Cotanda finds that us-
For both SISO and MIMO we experimentally show thahg parasitic elements with small displacemenrt€(4A)
due to the diversity of the indoor signal, there is ampt@an have significant decorrelating effects. She found that
opportunity for optimization if antenna elements are meie optimal element spacing wad® at the receiver, and
bile, even on a small scale. 7.5A at the transmitter foBNR= 20dB. [90] shows that
an antenna consisting of two microstrip dipoles with vari-
able electrical length, at a fixetd/4 spacing can be used
to increase capacity in an indoor environment, mainly for

space.

5.2 Related work

The quest for improving MIMO performance through arfoW SNR situations.

tenna enhancement is mainly based on improving diver-

sity along three main directions: spatial, polarizatiod an While most of existing work is either analytical, or
pattern. For a short review on various diversity teclthrough simulation, we aim at quantifying experimentally
nigues for MIMO antennas, see |83]. Referencel [8&)e gains obtainable through antenna mobility, and the
shows the advantages a reconfigurable antenna that szale of mobility that is necessary. In high scattering en-
change its frequency and polarization. They claim a p&ironments, particularly indoors, we have shown in pre-
formance gain of up to 30dB over conventional fixed amious work that because packet delivery ratios can vary
tenna MIMO. Reference [86] shows that adapting the anildly within distances as small as the carrier wavelength,
tenna element spacing to the level of sparsity in the phygreless multihop paths can be optimized for increased
ical multipath environment has a profound impact on ceapacity [84].
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5.4 MIMO Implementation

Having established that high signal variation can be found
on a scale of the carrier wavelengh, we now look at how
a MIMO system can take advantage of creating uncorre-
lated channels. We aim at measuring performance with
full diversity sending of two independent streams on a
‘ ‘ ‘ ‘ ‘ ‘ ‘ 2 x 2 system, 6+0 and 1.
D T i T We used GNUradid [91] libraries, driving an USRP 1
Figure 5.3: A client rotating around its own axis can findoard equipped with two 2.4GHz daughter-boards. The
a signal up to 20B stronger. Both access points and thgimo system described here is assembled from SISO ex-
client are fixed for each measurement. amples that came with the library. A block diagram of the
sender is shown in Figure5.4. For the purposes of measur-
ing the channel in a 8 2 MIMO system, we haven't built
afull fledged MAC, but a more basic system system that is
Iarger scales lacking any multiuser capability such as carrier sense, ac-
knowledgments, etc. The system could accept data from
o . . . a file, or generate data on the fly, that is then encoded us-
Variation in signal quality across indoor spaces is experi- , . .
. meg BPSK, filtered through a root-raised cosine, and then
enced by most users of the popular unlicensed frequenci€s ) ) ] N
i sent to the antenna, with the desired amplitude. To facili-
at 2.4GHz. To get a sense of the amount of variation, \g[vet ’ ¢ BER at the destinafi ol
. e computing o at the destination, we use a simple
used a robot mounted 802.11g access point and recoréied ] puting ) ) ] P
. . i . framing scheme in which the first 10 bytes are used to de-
the packet delivery ratio (PDR) to a fixed client. Mea- o ,
tect the beginning of the frame. Out of these 80 bits, we

surements were performed with the access point assumln? ) i o
only consider frames that match in at least 77 positions

SNR [dB]

5.3 Indoor signal variation across

different position at grid points across a patch aflat _ _ )
. for the computation of BER at the receiver. The nextfields

carpet level. For 2.4GHz the corresponding wavelengthis .

. N contain the length of the data portion of the frame, and the

approximately 15cm, and as shown in Figute 3.2, PDR

L . ntenna used at the sender (0x00 or OxFF). These are onl
can vary from 0% to 100% in distances within a few muﬁ i ( ) ) y
used for reference since we know that our independent

tiples of the carrier wavelength.
streams are sent80 and 1-1. Data of up to 1500 bytes

In a second experiment, we used the robot as a cliegthen trailed with a CRC code, and padding required for
but restricted its movement to merely rotating around iﬁ%nsferring across the USB to the USRP board. This pic-
own axis. The antenna is placedc2@out of the axis of tyre is repeated for each antenna at the sender, and the
rotation. In Figuré 5J3, we plot the RSSI of the receivegreams are then interleaved before being sent to USRP.
packets from two different fixed access points. At diffefrhere they are separated and sent to the respective anten-
ent angles of rotation the power of the signal received rgygs.
tinely varies with 10dB, but can vary as high as 20dB. The g4, the receiver (Figufed.5), the complementary blocks
pattern of variation depends on the particular features g present: BPSK demodulator, preceded by the RRC
the space between the AP and the receiver, and differﬂnfgr’ and automatic gain control. Again, we have two
APs are likely to produce different patterns. such chains, one for each antenna. Due to oscillator and

These examples show that even with small antenna di§ase shifts between the sender and the receiver, we had
placements it is possible to find a better channel. The sigeemploy a Costas loop before the demodulation.
of the searchable space depends on where the functional-
ity is implemented - on the access point, or on the receivgle. 1 BER Computation
While the access point may be larger and offer more po-
tential for optimization, a client has usually a lesser dBER computation is done off-line, using a combination of
mension in the degrees of freedom. In laptops, which é2-and GNU Octave code. The 80bits of the preamble are
hibit lower mobility patterns, antenna is mounted in thesed to detect the beginning of the frame, and the body of
screen, so a degree of freedom can be achieved witthe frame is then used to compute BER when CRC fails.
simple translation of antenna elements. Since stream 0 is always sent from antenna O for the des-
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is employed before decoding. To capture the gain of tt s 1
channel, we read the powEjp at the entry of AGC. In f b
the second run, we send a stream on antenna 1 and k =,
antenna O inactive in order to meastig andh;g with a 2 | l IlLML'“ 'W.'LJ | l.'w.ulwwnM
similar procedure. * L et s i '%n’u
In a third run two independent streams are sent fro ™° 2379900 2429950 2430000 2430050 2430100

kHz

each antenna and the channel estimation is used at the re-

ceiver to combine the symbols from the two antennas. THgUre 5.8: FFT of two tones as seen at antenna 0 (top)
MIMO ch lis th bled in the followi and antenna 1(bottom). The tones are sent from the an-
channetis then assembled in Ine Tollowing Maan5 0 and 1 respectively at the sender. This is an uncor-

ner: related, high capacity MIMO channel.
Yo = Xohoo+Xihio-+ o in the favor of -0 signal over 3+0 (upper Figur€ 5]8).
In the lower figure, we see the reading of the same two
Y1 = Xohor+Xihi1+m _ . .
tones at receiver antenna 1 - now the 1 signal is 10dB
y = HX+n

stronger than ©>1. This provides a good isolation be-
To-1T . L
x = (H'H)Hy tween 0-0 and 11, but in most situations, channels are

not as orthogonal as in this example.
The matridWV = (HTH)~*HT getsy symbols from each

) We measured the ratio of the power of the two tones
antenna and feeds thevalues obtained further to the _ . :
. o P/ P for different positions of one receiver antenna, and
slicer that performs the hard decision. After each of the . N .
) i i _summarized the results in Figure5.9. It is only neces-
three runs, BER is computed as described in the previous . ,

) sary to explore this space for one receiver antenna, as the
section. . . -
gain difference would be the same if we measure it with
another (second) receiver antenna. The area explored is
about 50@n?. The top figure shows a 3D view of the

scales power difference for each point, with a range of -17dB to
In this section we quantify the performance obtained B')?MB‘ The lower part of the figure shows a histogram of

: . . - all the differences measured in the explored space. Out of
exploring diversity of antenna positions over small spaces - o .
gtal of 144 positions, 16 exhibit an absolute difference

For these experiments, spacing of the sender antenn%ﬁ
fixed at 15A, whereas for the receiver we move one oorf atleast 10dB betwee andPy.
both elements, but they are separated byoh average. Using positions identified using the above procedure,
Sender and receiver are within LOS, at 2.5m of each oth¥g compute the BER for different amplitudes of the signal
in a typical office environment. at the sender. In Figute 5110 we look at the performance
In order to identify good orthogonal channels, we ser@ two such realizations. The top one is for an uncorre-
two different tones of equal power from each of the afftted channel, like the one identified in Figlrel5.8, which
tennas and measure the power at each receiver antéiieves 200% capacity compared with the SISO case, for
(Figure[5.Y). For antenna 0, the recorded powers wolitg same power used per sender antenna. The lower figure
correspond td%o andPyo. An FFT of the spectrum visi- one corresponds to a channel which has some correlation,
ble at each receiver antenna is shown in Figure 5.8. THE Power difference at the two receiver antennas being

origin of each tone of interest is labeled using a '0’ or @y @bout 5dB.

5.4.3 Indoor signal variation across small

1" in the figure. In this example, the power difference at
receiver 0 between the signals from the sender is of 9dB
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Figure 5.10: BER plot for a decorrelated channel (upper),

Antennas with mobile elements can achieve better perf8
mance for both SISO and MIMO . This is especially true
indoors for the popular 2.4GHz carrier, where a differencél
of a few centimeters reaches a completely different chan-

nel. On a large scale of movement (abovg the method

is applicable to ceiling mounted access points, long term

links, and the gains can be made available to any exist-

ing antennas. On a small scale, the idea can be used
to achieve higher capacity in MIMO systems by finding

pd for a channel with some correlation (lower).

actual algorithms to explore the space of antenna po-
sitions, depending on the capabilities. They would
have to consider the scalability with number of an-
tennas, the degree of mobility, which brings a trade-
off between the time to optimize and the time for the
channel to remain stable.

0 antenna position adaptation and coding/modulation

channels with high rank correlation matrices. This work
can be continued in quite a few directions:

O more extensive evaluations for different LOS/NLOS
conditions, carrier frequencies, and bandwidths.
Since the high variation per unit of distance is pro-
duced by indoor fading and multipath, it is likely
to be available for other carriers, and NLOS condi-
tions. The use of spreading however, might compli-
cate the search procedure under frequency selective
fading conditions.

apply the same principle of “finding” good channels

for the problems of beamforming, multiple users,

and canceling interference. Any problem that in-

volves a form of channel estimation and then opti-
mization can benefit from an extra parameter to drive
the optimization process.

adaptation can feed back to each other to achieve the
optimum for a long term link. Essentially different
element positions offer (almost) different channels,
each of them with a different optimal coding and
modulation strategy. Reciprocal feedback between
these optimization processes offers the possibility of
even higher gains.



Chapter 6

Evolution and Development of Academic
Career

Based on my past experience and on the research &trdd of higher powered, lower cost, pervasive mobile de-
teaching directions detailed below, my short term goalvgces. These are bound to produce large amounts of di-
to build a research team that can accumulate expertiseénse traffic. In fact, 3G operators claim that the increas-
most areas related to mobile computing. All my researitg population of devices produces large amounts of sig-
and teaching activities are closely intertwined, and thiglling traffic that is not controlled directly by the users.
could be a catalyst for the team to become competitiveA the upper levels there is also a lot of innovation in the
applying for national and European funding. application area, supported by multiple application dis-

The long term goal is to lead a group that could prdéibution venues (app stores). These two regions of high
duce high quality research - published in competitiv@novation, at the top, and at the bottom of the OSI stack,
venues and highly cited, but could also produce protedt a high pressure on the classic and somewhat ossified
types and experimental systems to bridge collaborati@yers that provide the core of the hierarchy - network and
with the industry. | am presently contributing to two FPansport (namely IP and TCP).
projects collaborating closely with foreign industriaipa  Based on these trends, and on accumulated expertise
ners (France Telecom, Thomson), and in parralel, | amthe area of mobile networking, my research plans
applying for funding in parnership with R&D oriented dopresently include the following directions: multipath TCP
mestic companies (Intel). cognitive WiFi, and location based services. Each of these

themes are large areas in their own right, and each of them

_ _ have enough open problems to accommodate several PhD
Research Directions theses.

The mobile .computlng ar-ea |s.h|ghly active in both rei\'/lultipath TCP

search and industry, and is mainly fueled by two factors.

The first one is that mobile communications see a lot Biost mobility has traditionally been solved at the net-
innovation compared with other areas of communicationgork layer, but even though Mobile IP has been stan-
Recent interest surges in sensor networks, Zigbee, Bldardized for 15 years, it hasn’t been supported by oper-
tooth, RFID, UWB, WIiMAX and LTE, 60GHz and Wire-ators. IP’s double role as a location identifier and com-
lessHD, all point to an area that is continuously changrnication endpoint identifier brings a number of func-
ing. The lower part of the OSI stack sees many changtispal and performance problems. Several researchers ar-
and this usually comes with a lot of research challenggise that the best place to handle mobility is at the trans-
as well. Users expect mobile networks to behave as ort layer. While this is not a new argument, | believe that
extension of the better understood wired networks, ke emerging standard of Multipath TCP (MPTCP) can
they usually don’t. The problems involved are sometimbg used to solve many issues related to mobility. MPTCP
wireless specific (interference, density), sometimes-tectaturally implementsnake-before-break can be incre-
nology specific (VoIP overhead, competing flows, chamentally deployed, is backwards compatible with TCP,
nel allocation), and other times just due to mobility whicand could even ease incremental adoption of IPv6.

only now becomes pervasive. The second factor is theOn the surface, MPTCP is an update to TCP that al-

83
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lows for a TCP flow to use multiple interfaces. This akpecified limit. However, this simple approach limits the
lows a machine to use all available interfaces for fastpplication of DSA to spectrum regions that exhibit slow-
network access, but there are several new functionaliti@sying ON/OFF PU behavior, leaving a large fraction of
enabled by a dynamic list of interfaces. An interestidizensed spectrum difficult to accommodate to DSA.
use for the datacenter is to expose several alternate pathhis research direction aims at identifying avenues for
in the topology through virtual interfaces. MPTCP couldoexistence of the popular WiFi standard in spectrum ar-
then naturally use several available paths just based ore#s that were not previously allocated to it. There are sev-
end-to-end implementation. For the mobility, the commeral open problems stemming from the availability of ex-
nication endpoint could now be identified by the MPTC#a spectrum. One challenge is how to create hard limits
socket. The IP of the interfaces used will be left as @mtime for a CSMA based technology, like 802.11. An-
identifier for the location, therefore solving the problemsther is how to adapt known standard procedures to the
that were circumvented by Mobile IP. A MPTCP connedarge number newly available channels. For example, in
tion could start life on some interface, in some networ02.11b/g/n sweeping 11 channels accounts for most of
and continue to live through other interfaces, but, maste time of the handoff. In a multi card multi hop topology
importantly across different networks. coloring procedures usually take into account each chan-
This research has two important implications. Firstels radio conditions (traffic, interference, channel gual
there has been a lot of work about vertical handoff fityy). All these procedures need to be adapted with a high
various technologies. Many of these problems are ninerease of number of channels, many of which may be
naturally solved with MPTCP by migrating a connectiowacated at a short notice.
across interfaces - a technology specific solution is not
necessary (except perhaps use of MIH 802.21). Secoﬂgtation based services
even at layer 2 there are ways to enhance handoff using
MPTCP, through simultaneous association with sevefs$ mobiles become more pervasive and more important
access points so that the old connection could be usedt@lfaily life, their interface with the user and with the net-
the new one becomes active. Third, in heterogeneous Mk becomes more critical. When it comes to data input,
bile networks, there is the possibility of power saving b to and from the network, today’s mobiles most of the
transparently toggling interfaces based on their perdeiviéme behave as regular computers, that is, require exten-
cost per bit. sive attention from the user. One avenue to explore here
is that of accelerometer usage to be used for data input, or
for changing the state of the phone. Gesture based input
translates movements sensed by the accelerometers and
The 1997 WiFi standard allocated 3 independent chanroscopes in today’s smart phones into data that can be
nels in the 2.4GHz band and 12 channels in the 5GHwutfor the phone: drawings, SMSs, or shortcuts through
band (depending on country). In retrospect, this was dbe interface.
viously not sufficient, but the success of the WiFi tech- A second direction is that of using wireless for pro-
nology, based on its high spectral efficiency, and its reiding a context dependent medium that can be used
duced cost would naturally lead to its implementatidor reading and fetching documents “from the air”.
in other areas of the spectrum. Dynamic Spectrum Adsing new techniques used for indoor positioning (radio
cess (DSA) is therefore expected to play a key role in ifingerprints), it is possible to associate the state of a user
creasing the capacity of consumer WLANSs by improvingith a certain location in signal space. This allows some
spectrum-usage efficiency. WLANs equipped with DSAssers to post documents at certain location, where others
capable nodes or secondary users (SUs) can opportunisti: retrieve them. Other application of radio fingerprints
cally utilize licensed channels when they are unused imglude access control, and authentication with reduced
their primary users (PUs). During such unlicensed usgteraction.
age, it is critical to ensure safe (low-interference) com-
munication of PUs while ensuring high channel-use effi-
ciency of SUs for achieving good coexistence. A simple In a larger context, current problems in mobile net-
approach to guaranteeing PU-safety is that the time f@orks are just prefigurations of the problems that will
PUs to be interfered with by SUs is bounded by a prbe faced in the near future in a world pervaded by mo-

Cognitive WiFi
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bile computers (mostly small, heterogenous and unorgaAt Politehnica, | am teaching the “Architectures
nized). | am also interested in how to manage so maayd Protocols for Communications” course for under-
entities with which individual interaction and administragraduates, “Transport and Access Technologies” and
tion is not humanly possible. My recent work address8detropolitan and Rural Networks” for masters students,
some of the issues, such as positioning, routing, and ait at ETTI (Electroni@ Telecomunicitsi Tehnologia
terference management, but many remain unsolved, énformaiei). Currently, both graduate courses | am teach-
mobility, diversity of the devices, diversity of the spedng involve study of recent high quality research papers.
trum, replenishing their energy supply, reconfiguring fdrhis gives students a chance to see how today’s tech-
different purposes, management costs, and robustnessalogies are born, and how research results are produced.
autonomous operation. Many of these students are involved in my current re-
search and have the chance of producing publications of
their own.

For the future, | see thdevelopment of a “Mobile

My teaching experience, both at Rutgers University af®mputing” curricula as a high priority for the school.

at Politehnica University of Bucharest, has an extensiV8€ Skill set necessary for this discipline spans across net
breadth, ranging from discrete mathematics, compuY}é‘PrkinQ’ databases, and electrical engineering (electron
networks, databases, and operating systems. As a tedeH): and by its nature draws from several areas of tech-
ing assistant at Rutgers for systems oriented courses, i409y. Based on current trends of increasing importance
“Databases’, “Internet Technology”, and “Operating SyQ—f mobile devices, the marketplace is likely to continue to

tems”, | was responsible, besides teaching recitations 4Rguire graduates highly specialized in this area.

labs, for designing projects, midterms, and occasionally

giving full length lectures.

Teaching Directions
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